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Abstract 
 

We use a national dataset of land sales to construct land price indexes for 23 MSAs in the United 
States and for the aggregate of those MSAs.  We construct the price indexes by estimating 
hedonic regressions with a large sample of land transactions dating back to the mid-1990s.  The 
regressions feature a flexible method of controlling for spatial price patterns within an MSA.  
The resulting price indexes show a dramatic increase in both commercial and residential land 
prices over several years prior to their peak in 2006-07 and a steep descent since then.  These 
fluctuations in land prices are considerably larger than those in well-known indexes of 
commercial real estate and house prices.  Because those existing indexes price a bundle of land 
and structures, this comparison implies that land prices have been more volatile than structures 
prices over this period.   
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1. Introduction 

All types of economic activity require land, either directly or indirectly.  The direct use of 

land is obvious in industries such as farming and construction.  But all other forms of commerce 

ultimately require land as well because workers, equipment, and buildings need to be located 

somewhere.  Even a cutting-edge high-tech company like Google has a corporate campus in 

Silicon Valley and more than 65 other offices, research facilities, and data centers around the 

world.1 

The importance of land is reflected in available estimates of its aggregate value.   A broad 

measure of the value of residential and commercial land in the United States can be derived from 

the Flow of Funds (FOF) accounts published by the Federal Reserve Board.  The implied FOF 

estimate – which covers land held by households, nonprofit organizations, and businesses other 

than farms and financial corporations – equals the market value of real estate minus the 

replacement cost of structures.  At the end of 2009:Q3, this estimate of land value in the United 

States was roughly $4½ trillion.2   

With such a large aggregate value, changes in land prices can have a substantial effect on 

the net worth of businesses and households.  In this regard, Davis and Heathcote (2007) estimate 

that swings in residential land prices accounted for most of the variation in house prices over 

1975-2006 for the United States as a whole.  Davis and Palumbo (2008) reach the same 

conclusion for a large set of metropolitan areas over a somewhat shorter sample period, as do 

                                                 
1 See www.google.com/corporate/address.html for a listing of Google’s locations. 
2 The data for this estimate are in tables B.100, B.102, and B.103 of the Flow of Funds Accounts of the United 
States, available at  www.federalreserve.gov/release/z1.  Barker (2007), Case (2007), and Davis (2009) present 
analogous estimates from earlier vintages of the Flow of Funds data.  Note that all such estimates should be regarded 
as subject to considerable measurement error.  The Flow of Funds accounts stopped publishing an explicit measure 
of land value in 1995, at least in part because of concerns about the accuracy of the estimates.  Nonetheless, the 
discontinued series on land value can be reconstructed from other series published in the accounts.  For other 
estimates of national land values that do not rely on Flow of Funds data, see Davis and Heathcote (2007), Barker 
(2007), and the Bureau of Labor Statistics (2007), along with the earlier work by Goldsmith (1951) and Manvel 
(1968).   
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Bostic, Longhofer, and Redfearn (2007) in their detailed analysis of home price changes within a 

single metropolitan area (Wichita, Kansas).    

Land also serves as a form of collateral for loans, especially for construction loans.  If the 

borrower defaults before a construction project is finished, the lender’s recovery will depend in 

large part on the value of the land pledged as collateral.  Commercial banks in the United States 

have substantial exposure to land prices through their lending activities.  At the end of 2009:Q3, 

U.S. commercial banks held about $440 billion in construction and land development loans, and 

more than 18 percent of these loans were delinquent – by far the highest delinquency rate among 

the major types of bank loans.3  

Despite the importance of land as a component of wealth, as a source of variation in real 

estate prices, and as collateral for loans, only a handful of studies have calculated land price 

indexes for the nation as a whole or for a broad set of cities.4  Davis and Heathcote (2007) and 

Davis and Palumbo (2008) estimate price indexes for residential land, while Davis (2009) 

estimates indexes for both residential and commercial land.  These indexes, however, are not 

based on transaction prices.  Instead, Davis and his coauthors infer land prices as a residual from 

data on real estate prices and construction costs, combined with the assumption that the prices of 

existing structures always equal their replacement cost.  This identifying assumption likely is 

reasonable over long spans of time, but it may not be valid over shorter periods.5   

                                                 
3 These figures represent aggregates from the Consolidated Reports of Condition and Income (Call Reports) 
submitted by domestic commercial banks to the Federal Financial Institutions Examination Council.  See Bech and 
Rice (2009) for an in-depth analysis of the Call Report data. 
4 That said, there are numerous studies of land prices for single cities or other narrow geographic areas.  See, for 
example, Brownstone and DeVany (1991), Colwell and Munneke (1997, 2003), Guntermann and Thomas (2005), 
Haughwout, Orr, and Bedoll (2008), Isakson (1997), Kowalski and Paraskevopoulos (1990), Peiser (1987), and 
Wieand and Muth (1972).  These studies cover commercial land or a combination of commercial and residential 
land.  For studies that focus exclusively on residential land, see Bryan and Sarte (2009), Downing (1970), Greenlees 
(1980), Ihlanfeldt (2007), Rosenthal and Helsley (1994), and Voith (2001). 
5 Indeed, the standard neoclassical theory of investment with adjustment costs, as embodied in Tobin’s q, links the 
volume of investment spending to the size of the gap between the market value of an asset and its replacement cost.  
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In contrast, Sirmans and Slade (2009) use transaction prices to calculate national land 

price indexes.  However, they do not estimate price indexes for individual metropolitan statistical 

areas (MSAs), an important limitation given the substantial local variation in real estate markets.  

In addition, Sirmans and Slade use a very small set of variables to control for the dispersion in 

land prices in their regressions, do not allow the effects of these variables on land prices to differ 

across MSAs or property types, and do not weight the data to ensure that their price indexes are 

nationally representative.  Our study addresses all of these methodological issues and calculates 

land price indexes not only at the national level but also for individual MSAs.  We provide the 

first transaction-based indexes of land prices for a broad swath of MSAs across the United 

States.      

Using source data obtained from the CoStar Group, Inc., we construct a dataset that 

includes more than 170,000 land transactions in 23 MSAs.6  These MSAs include the major 

population centers in the United States and some smaller cities.  For most MSAs, the data span 

the period from the mid- or late 1990s to the middle of 2009.  We use these data to estimate a set 

of hedonic equations for residential and commercial land prices.7  The explanatory variables in 

the equations include a number of characteristics of the property and the sale transaction, a 

flexible specification of the effects of location on price within an MSA, and half-yearly dummy 

variables to capture the changes in land prices over time after controlling for the other factors.  

The specification of locational effects combines the property’s distance from the central business 

                                                                                                                                                             
Davis and Heathcote (2007) and Davis and Palumbo (2008) assume, in effect, that this gap is always zero for 
residential structures, and Davis (2009) makes the same assumption for both residential and commercial structures.  
This assumption is valid only if the stock of these structures can be adjusted very rapidly in response to changes in 
economic conditions, which seems unlikely given the planning and construction lags inherent in real estate projects.   
6 In addition to our paper and Sirmans and Slade (2009), other studies that have used the CoStar land-price data 
include Haughwout, Orr, and Bedoll (2008) for New York City and Colwell and Munneke (2003) for Chicago.  
7 The commercial land sales in our dataset cover not only properties slated for office and retail development but also 
industrial sites.  To avoid confusion about the types of land in our dataset, we will use the label 
“commercial/industrial” rather than “commercial” for the rest of the paper. 
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district, which has been used in many studies, and the semiparametric specification introduced in 

Colwell (1998) that can accommodate a much wider range of spatial patterns.   

Our primary focus is on the land price indexes implied by the coefficients on the half-

yearly dummy variables.  For the 23 MSAs as an aggregate, we present price indexes for a 

composite of residential and commercial/industrial land along with separate indexes for these 

two broad types of land. We also report the analogous price indexes for each MSA in all periods 

for which sufficient data are available.   

The results show that land prices trended up at a moderate pace from 1995 until about 

2002, and then accelerated sharply.  From the second half of 2002 to the first half of 2007, our 

composite index of residential and commercial/industrial land prices for the 23 MSAs jumped 

nearly 130 percent, with even larger increases in the MSAs along the East Coast and in the Far 

West.  However, prices have tumbled over the past few years, leaving the composite index for 

the 23 MSAs in the first half of 2009 more than 40 percent below its peak.  These moves outstrip 

the variation since 2002 in well-known national indexes of house prices and commercial real 

estate prices.  Because those indexes price a bundle of land and structures, this comparison 

implies that land prices have been more volatile than prices of structures over this period.  This 

greater volatility confirms the findings in Davis and Heathcote (2007) and Davis and Palumbo 

(2008) for residential property for an earlier period.  Intuitively, land prices should be more 

volatile than the prices of structures because the latter are tied, at least loosely, to construction 

costs, while land prices have no such anchor.  

 The remainder of the paper is organized as follows.  The next section describes our 

dataset on land transactions.  Section 3 presents our approach to modeling the effects of location 

on land prices, and section 4 describes all other aspects of the empirical methodology.  Section 5 
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presents the estimation results.  The final section summarizes our conclusions and lays out the 

next steps in this line of research.  

2. Data 

 The data for our analysis were obtained from the CoStar Group, a major provider of 

information on commercial real estate in the United States (www.costar.com).  Among its 

various data products, CoStar maintains a database on sales of commercial property and land in 

the United States (the “COMPS” database).  CoStar obtains the transaction data from public 

records, interviews with parties to the transactions, and field inspection of the properties.  

Currently, the COMPS database includes more than one million transactions. 

 We analyze the transactions in COMPS explicitly identified as land sales.  CoStar defines 

land sales as transactions that involve vacant property or property with unoccupied structures 

that are slated for demolition.  These criteria ensure that the value of any existing structures 

should be incidental to the total value of the property.  A separate field in COMPS indicates 

whether the intended use of the land is residential, industrial, or commercial.  To be included in 

COMPS, a residential land parcel must consist of at least five single-family lots or be large 

enough to support multifamily buildings with at least five units.  There is no lower size limit in 

COMPS for the value of included land sales.  However, only seven percent of our sample 

consists of sales of $250,000 or less. 

Each transaction record contains the sales price, address, and the longitude and latitude of 

the land parcel, along with a series of text fields describing the characteristics of the parcel.  We 

use the information in these text fields to create a number of indicator variables for our hedonic 

price regression.  The indicators include various improvements to the raw land (whether it has 

been paved, graded, finished, fully improved, previously developed, or platted); other 
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characteristics of the property (the presence of existing structures and the presence of soil or 

building contamination); the proposed final use of the land (private development, public use, 

open space, or land to be held for investment); and characteristics of the transaction itself 

(whether it is a foreclosure sale, an acquisition through eminent domain, or an expansion of a 

neighboring property). 

For the analysis in this paper, we constructed a dataset with more than 170,000 land 

transactions in 23 MSAs.8  These MSAs include five cities in the Northeast corridor (Boston, 

New York, Philadelphia, Baltimore, and Washington DC); three areas in Florida (Orlando, 

Tampa/St. Petersburg, and South Florida); six cities on the West Coast (Los Angeles, San Diego, 

San Francisco, Sacramento, Seattle, and Portland); and nine cities in the interior of the country 

(Atlanta, Chicago, Dallas, Denver, Detroit, Houston, Las Vegas, Phoenix, and Tucson).  Prior to 

1995, the transaction data for most of these MSAs is either sparse or nonexistent.  Accordingly, 

we standardized the starting point of the analysis in 1995, except for six MSAs for which the 

data begin between 1997 and 1999.  The transaction data are available through the first half of 

2009. 

Table 1 provides information on the sample for each MSA and for the 23 MSAs taken 

together.  As shown, of the roughly 172,000 sales transactions, about 95,000 (or 55 percent) 

involve commercial or industrial land, while the other 77,000 represent sales of land intended for 

                                                 
8 Our complete database includes roughly 250,000 transactions in 138 MSAs.  However, many of these MSAs have 
relatively few observations, and we restrict our attention to the MSAs with the richest data.   For the 23 MSAs 
covered by our analysis, we excluded almost five percent of the land sales that we downloaded from COMPS, either 
because of missing data for the explanatory variables, because the land parcel was geographically isolated from 
other observations in its MSA, or because we judged the number of observations for an MSA in a given half-year to 
be insufficient to generate a reliable price index for that period.  We settled on minimum half-yearly sample sizes 
after observing the volatility in the price indexes generated without regard to sample size.  Based on these results, 
we included the residential or commercial/industrial transactions for an MSA in a given half-year only when we had 
more than 30 observations for that property type.  For regressions in which we estimated a single MSA-level price 
index that covered both property types, we included a given half-year only when we had more than 40 observations 
in total. 
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residential projects.  The sample sizes for the individual MSAs vary widely, ranging from about 

2,400 for Houston to more than 17,000 for Phoenix.  This variation reflects, at least in part, 

differences in the amount of development activity across the MSAs and does not correlate 

closely with the relative shares of the MSAs in national stocks of residential or 

commercial/industrial land.  Because of this disconnect, we employ MSA-level weights, 

described in section 4, to obtain nationally representative results. 

The other key dimension of the sample is the number of observations over time.  Figure 1 

shows one measure of this time pattern – the median sample size across the 23 MSAs for each 

half-year since 1995; the figure presents separate series for commercial/industrial and residential 

transactions.9  As shown by the dashed line, the median MSA has at least 80 residential land 

transactions in every half-year through the first half of 2006, and more than 100 transactions in 

most of these periods.  However, transaction volume plunged after mid-2006 with the collapse in 

housing activity.  For commercial/industrial land, transaction volume was well maintained 

through 2007 but dropped sharply in 2008 and the first half of 2009.  Given the sample-size 

cutoffs described above, these patterns imply that we have insufficient data to calculate land 

price indexes for some MSAs in recent years, though we are able to calculate indexes through 

2009:H1 for the 23 MSAs taken together.                 

3. Locational Effects on Land Prices 

 The location of a property is a prime determinant of its value.  Home values reflect the 

proximity to good schools, employment opportunities, recreation, and transportation, along with 

the amount of crime in local neighborhoods and the quality of services provided by local 

                                                 
9 We show the median sample size across MSAs for each period, rather than the average sample size or the total 
number of observations, to reduce the distorting effect from the increase in the number of MSAs in the sample from 
1995 to 1999.   Note also that the figure presents the median sample size across MSAs before applying the cutoff 
rules described in the previous footnote. We do this to display the underlying time patterns in transaction volume. 
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government.  Similarly, the value of commercial property varies with its proximity to 

transportation hubs and arteries, the presence of complementary business activities (such as retail 

stores interspersed with restaurants), and the income level and other demographics of the local 

population.  These locational effects would be expected to be even stronger for undeveloped land 

than for existing residential or commercial real estate, as the market value of the buildings at 

those sites would be tied – at least loosely – to the construction costs for the metropolitan area as 

a whole.  Land values have no such anchor and are driven by the anticipated profit of developing 

a specific site.  

 Given the likelihood of important locational effects, empirical studies of land prices have 

included one or more variables to capture these effects.  A simple and very common 

specification uses the property’s distance from the central business district (CBD) of its MSA as 

a primary measure of its location.10  This specification, however, imposes strong restrictions on 

locational effects.  Consider two properties located at different points on a circle centered at the 

CBD.  If the two properties are identical apart from their location on the circle, this specification 

implies that they will have the same market value, regardless of differences in their proximity to 

various amenities.  Recognizing that distance from the CBD is unlikely to fully capture 

locational effects, most studies have included other variables as well.  The added variables have 

included the distance from major roads, rail lines, and airports; distance from suburban business 

nodes; distance from the coastline; dummy variables for local topography; dummy variables for 

location within the city limits and within specific counties; measures of the amount of street 

frontage; and demographic information for the surrounding area. 

                                                 
10 See, for example, Brownstone and DeVany (1991), Colwell and Munneke (1997), and Peiser (1987).  In a similar 
specification for the New York City area, Haughwout, Orr, and Bedoll (2008) use the property’s distance from the 
Empire State Building. 
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 For our study – which covers 23 separate MSAs – it is not practical to specify a vector of 

locational variables for each land transaction.  Instead, we use the semi-parametric approach in 

Colwell (1998) to capture locational effects on real estate prices over and above those 

determined strictly by distance from the CBD.11  In brief, Colwell’s method superimposes a grid 

on a map showing the locations of the transactions in the dataset.  The grid can be sized to fit the 

boundaries of this area, and it can be divided into as many component squares or rectangles as 

the researcher wishes to use.  In Colwell’s application to downtown Chicago, the grid was a 

rectangle that contained 36 square pieces (four squares in one direction, nine in the other).  His 

method estimates the price level associated with each of the 50 (5x10) vertices of this grid. 

To carry out the estimation, each vertex is treated as a separate variable in the hedonic 

regression.  Let V1,…,Vn denote the set of n vertices.  Prior to estimation, values must be 

assigned to V1,…,Vn  for each transaction in the data set.  This is done by measuring the nearness 

of the transacted property to the four vertices of the block in which it is located; all other vertices 

are assigned a value of zero for this observation.  For a transaction located exactly at the center 

of a given block, each of the four surrounding vertices receives a value of 0.25.  For transactions 

located elsewhere in the block, the values assigned to the four vertices are weights that sum to 

one and that reflect an area-based measure of closeness.   

Figure 2 illustrates this weighting scheme.  The figure shows a single block in a larger 

grid, with a transaction at point A.  The value assigned to vertex V1 for this transaction equals the 

area of the rectangle formed by A and the opposite vertex (the shaded area), divided by the total 

area of the block.  This ratio of areas will converge to one as point A approaches V1.  The values 

for V2, V3, and V4 associated with point A are calculated in the same manner as for V1:  Form the 

analogous opposite rectangles and calculate the ratio of the area of each rectangle to the area of 
                                                 
11 Colwell’s method is a special case of the bilinear spline function developed by Poirier (1976, chapter 2).    
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the block.  All other vertices in the grid surrounding this block have a value of zero for the 

transaction represented by point A. 

 After the values for V1,…,Vn  have been assigned in this manner for each transaction in 

the dataset, a hedonic price regression can be estimated with the vertices included as explanatory 

variables.12  The estimated coefficient for a given vertex represents the height of the price surface 

at that point on the grid.  Colwell shows that the surface defined by these estimated grid points is 

continuous, piecewise linear along the edges of the individual blocks, and parabolic along slices 

within each block.  

In implementing this method, we laid out the grids for the individual MSAs to conform to 

the spatial pattern of the land transactions.  For five of the MSAs (Atlanta, Dallas, Denver, Las 

Vegas, and Tucson), we were able to encompass the vast majority of transactions with a 

rectangular 5x5 grid composed of individual rectangular blocks.  With a 5x5 grid, we estimate 

coefficients for 36 vertices (6x6) on the spatial price surface.  As an example, figure 3 shows the 

5x5 grid for Dallas, superimposed on a scatter plot of the transactions in our dataset.  For the 

other MSAs, the spatial distribution of transactions did not fit well within a rectangular outline – 

generally because of the presence of a body of water or mountains – and we drew the outline of 

the grid to fit these patterns.  In each case, the grid consists of between 22 and 28 individual 

blocks (with between 36 and 42 vertices), arranged in a non-rectangular shape.  As an 

illustration, figure 4 presents the grid used for South Florida, where the land transactions occupy 

a band that parallels the coastline. 

In summary, we take a hybrid approach to modeling locational effects on land prices.  

We include distance from the CBD as an explanatory variable in the regressions, which we 

                                                 
12 If the regression includes a constant term, one vertex must be omitted to avoid perfect colinearity among the 
explanatory variables.  The colinearity arises because the vertex weights for any observation sum to one. 
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augment with the semi-parametric grid method described above to capture the features of the 

spatial price surface that do not lie on a constant gradient away from the CBD.   

4. Specification and Estimation of the Hedonic Price Equation 

We use the data described in section 2 to estimate a flexible hedonic regression for land 

prices.  The dependent variable in the regression is the natural log of the price of land per square 

foot.  The explanatory variables can be broken into three broad categories: property and 

transaction characteristics other than location (X1 ,…, XJ), measures of location (Z1 ,…, ZK), and a 

set of half-yearly time dummies (D1 ,…, DT).  The regression pools the data for all 23 MSAs, but 

it allows the coefficient on each explanatory variable to differ both across MSAs and across the 

residential and commercial/industrial land transactions within an MSA.  In effect, the pooled 

regression stacks 46 separate regressions (23 MSAs with two broad types of land in each MSA) 

and provides a convenient framework for testing a wide range of coefficient restrictions across 

the MSAs and property types.  Each regression in the stack can be written as 

(1) , , , , , , , ,ln m l m l j j m l k k m l t t m lj k t
P X Z D             

where ,m lP  is the vector of observations of price per square foot in the mth MSA for the lth broad 

land type (l equals either residential or commercial/industrial), and ,m l  is the corresponding 

vector of errors.  The subscripts on the , , and     coefficients show that these coefficients are 

allowed to vary across MSAs and property types.  

The vector of property and transaction characteristics (X1 ,…, XJ) includes the natural log 

of the size of the parcel in order to test the so-called “plattage effect”.   Plattage refers to the 

common empirical finding that the price of a land parcel rises less than proportionally with its 

size.  This relationship likely arises because there is an optimal scale for buildings of a given 
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type, which implies that parcels larger than the size needed to support the optimal building scale 

earn a lower return. 

The other variables in X1 ,…, XJ  are the indicator variables mentioned in section 2.  These 

variables, which are largely the same as those used by Haughwout, Orr, and Bedoll (2008), 

include:  

 Type of property: two sets of dummy variables, one for residential land and another for 

commercial/industrial land.  The residential set includes separate dummies for land used for 

single-family housing and for multifamily rental projects, with condominiums as the omitted 

land use.  The commercial/industrial set includes dummies for industrial sites and for 

commercial development other than office buildings, with office development as the omitted 

category. 

 Condition of the property: separate dummy variables for whether the land has been graded, 

paved, finished, fully improved, platted and engineered, or previously developed; whether it 

has an existing structure; or whether the improvements are reported as unknown.  The 

omitted condition is unimproved land.  This group of variables also includes a dummy for 

whether environment problems exist as defined by reported soil or building contamination.  

 Intended use of the property: separate dummy variables for property intended for public use, 

to be kept as open space, to be held for investment, or with an unknown use.  The omitted 

category is private development.    

 Characteristics of the transaction: separate dummy variables for property sold in foreclosure, 

taken in an eminent domain proceeding, or purchased as part of the buyer’s plan to expand a 

neighboring property.  
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The vector of location characteristics (Z1 ,…, ZK) includes the MSA-specific sets of grid 

vertices described in the previous section, which provide a flexible way to control for the spatial 

price patterns within an MSA.  We specify a separate grid for residential land and 

commercial/industrial land in each MSA.  In addition to these grid vertices, we include the 

natural log of distance of each property from the population-weighted center of its MSA.  The 

coefficient on this distance measure is allowed to vary by MSA and by broad property type, 

consistent with the treatment of other variables in the regression.   Finally, we include a set of 

MSA fixed effects, with New York City as the omitted MSA.  

We weight the observations in the regression prior to estimation.  Weighting is required 

because, as discussed in section 2, the number of land sales by MSA in our dataset does not 

reflect the relative shares of the MSAs in national stocks of commercial/industrial and residential 

land.  To illustrate how we correct for this divergence, assume that a particular MSA accounts 

for 20 percent of the residential land sales in the dataset but for only five percent of total 

residential land in the 23 included MSAs.  The dataset, therefore, overweights this MSA’s 

residential land sales by a factor of four.  As a correction, we would apply a weight of 0.25 to 

each residential land sale from this MSA.  A weight for commercial/industrial land can be 

defined in the same manner; generally, this weight will differ from the weight for the MSA’s 

residential land.  Ideally, we would construct weights based on information on the available land 

area devoted to commercial/industrial and residential real estate by MSA.  In the absence of such 

land data, we weighted the commercial/industrial land observations using estimates from Torto 

Wheaton Research of the total space in commercial and industrial buildings by MSA and the 

residential land observations using the number of occupied single-family and multifamily 
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housing units from the 2000 Census.  We re-adjust these weights on a period-by-period basis to 

account for the exclusion of MSAs with insufficient observations during particular time periods. 

The pooled regression is estimated by maximum likelihood with a variance-covariance 

matrix (Σ) that allows the variance of the error term to differ by MSA.  Specifically, we assume 

that Σ is diagonal, with 2
m  (m = 1,…,23) as the error variance for every observation in the mth 

MSA.  This structure accommodates potential differences across MSAs in the amount of 

unobserved heterogeneity in land parcels and in the size of the shocks hitting the MSAs.   

Our dataset consists of land sold over a given period and is not a random sample of land 

parcels, which raises the possibility of sample selection bias.  However, the traditional Heckman 

(1979) procedure to correct for selection bias is not feasible in our case.  To implement this 

procedure, we would need data on vacant land parcels that were not sold during the sample 

period.  Such data would be very difficult to assemble for a large number of MSAs.13  Moreover, 

it is unclear whether any such effort would be worthwhile.  The results of studies that have 

applied the Heckman procedure to real estate prices have been mixed to date.  Although there is 

some evidence of selection bias in house prices (see, for example, Gatzlaff and Haurin 

(1997,1998) and Jud and Seaks (1994)), the few available studies for commercial real estate and 

land prices have found that selection effects were generally small and insignificant.14   

5. Results 

This section presents the results from the estimation of the hedonic price function in 

equation 1.  We discuss the results in three steps, focusing first on the estimated coefficients for 

                                                 
13 Strictly speaking, data also would be required for previously-developed properties that are candidates for 
redevelopment because our dataset include properties with structures that are slated for demolition.  Obtaining data 
for unsold properties that meet this criterion would be even more difficult than collecting data on unsold vacant land.  
14 See Colwell and Munneke (1997) for an analysis of selection effects for commercial and residential land prices 
and Fisher, Geltner, and Pollakowski (2007) and Munneke and Slade (2000, 2001) for analyses of selection effects 
for commercial real estate prices. 
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the characteristics of the land parcels and the transactions, then on the spatial price effects, and 

finally on the estimated variation in land prices over time. 

Property and transaction characteristics  

 Table 2 summarizes the estimated coefficients for property and transaction characteristics 

across the 23 MSAs for residential and commercial/industrial land.  Each row reports the median 

and range of coefficient values across the MSAs, along with the number of MSAs for which the 

coefficients were either negative and significant or positive and significant at the five-percent 

level.  

Starting in the first row, the coefficient on the log of parcel size is strongly significant in 

all 23 MSAs for commercial/industrial land and in all but two MSAs for residential land.  The 

median value of -0.53 for commercial/industrial land indicates that doubling the size of a parcel 

reduces price per square foot by 53 percent.  An equivalent statement is that doubling parcel size 

boosts the total price of the parcel by only 47 percent.  The median result for residential land is 

essentially the same.  These results confirm the plattage effect – that the price of a land parcel 

rises less than one-for-one with its size.   

 The next block of the table shows the differences in price per square foot across the 

different types of residential land and commercial/industrial land.  For residential land, the price 

difference between single-family properties and land used for condominiums (the omitted 

category) spans a wide range across MSAs and is not consistently negative or positive.  The 

same is true for the comparison of multifamily properties and condominiums.  In contrast, the 

results show that industrial land sells at a discount to land for office development (the omitted 

category), with a significant negative effect in 21 of the 23 MSAs.  This discount likely arises 

because the market-driven distribution of land use in a metropolitan area tends to push 
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warehousing and manufacturing activities to areas that are removed from amenities that enhance 

property values.  In the median MSA, land for non-office commercial development sells for less 

than office property, but this result is not as consistent across MSAs as the discount for industrial 

land.     

 Most of the indicators of the condition of a property have the expected effects on price.  

Considering both residential and commercial/industrial land, property that has been graded, 

finished, fully improved, or previously developed sells at an average price that is 11 to 33 

percent above that for unimproved land in the median MSA; these price differentials are each 

statistically significant for half or more of the 23 MSAs.  The other property characteristics have 

less consistently significant effects across the MSAs, though land that has been paved or platted 

and engineered tends to sell, as expected, for more than unimproved land.  One unanticipated 

result for commercial/industrial land is the tendency for properties with missing information 

about land improvements to sell at a discount to unimproved land.  This result probably reflects 

correlations with omitted variables that affect prices more for commercial/industrial land than for 

residential land.  

  Among the other variables shown in table 2, land that is intended to be held for 

investment, kept as open space, or has an unknown use sells for less than land purchased for 

private development, as expected.  These results are largely consistent across the two broad 

property types.  In contrast, with only a few exceptions, the price of land purchased for public 

use is not significantly different than that for land purchased for private development.  Variables 

related to the sale transaction itself, shown in the final block of the table, seldom have a 

significant effect on price, with the exception of commercial/industrial land purchased to 

facilitate an expansion plan for the buyer.  These properties tend to have a lower price in roughly 
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half of the MSAs than otherwise identical property for reasons that may reflect unobserved 

features of such transactions. 

 The results in table 2 indicate that the coefficient estimates for a given variable can span a 

wide range across MSAs and property types.  We conducted an extensive set of hypothesis tests 

to determine if these observed differences are statistically significant.  The details of the tests can 

be found in the appendix.  However, the results can be summarized quite briefly.  For the 

variables shown in table 2, the tests overwhelmingly reject the null hypothesis that the 

coefficients for residential land equal those for commercial/industrial land within the MSAs.  

They also strongly reject the null hypothesis that the coefficients for residential land are the same 

across all MSAs; the same result holds for commercial/industrial land.  These results imply that 

the property types and MSAs should not be aggregated when estimating the price effects of the 

variables shown in table 2.   

Locational effects 

 As discussed above, our regression equation features a hybrid specification of the 

locational effects on land prices.  For each MSA in the regression, we estimate separate 

locational grids for residential land and commercial/industrial land, along with a distance 

gradient from the CBD for each type of property.  Taking all 23 MSAs together, the regression 

includes more than 1,800 locational variables (23 measures of distance from the CBD and 

roughly 900 grid vertices for each of the two property types). 

 The distance gradient is negative and significant (at the five-percent level) for residential 

land in 17 MSAs and for commercial/industrial land in 15 MSAs; there are no instances of a 

significant positive gradient.  The median value of the gradient coefficient across MSAs is -0.35 

for residential land and -0.30 for commercial/industrial land, so that doubling the distance from 
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the CBD reduces land value by roughly one-third, all else equal, in the median MSA.  Overall, 

these results show that a linear price gradient from the CBD is an important feature of land prices 

in U.S. metropolitan areas.                  

 However, distance from the CBD does not fully characterize the locational effects, as 

indicated by the significant coefficients on many grid vertices.  In 17 of the 23 MSAs, at least ten 

of the grid vertices for residential land are statistically significant at the five-percent level; the 

same result holds for commercial/industrial land in 15 MSAs.  Evidently, the classic model of a 

monocentric city with a linearly declining price gradient generally does not fit the MSAs in our 

sample.  This model may break down for any number of reasons, including the existence of 

transportation corridors and satellite commercial hubs, differences in the quality of services 

provided by different localities in the MSA, and the influence of topography and coast lines.  

Figure 5 illustrates the latter effect with the estimated grids for residential land and 

commercial/industrial land in South Florida.  The back edge of the figure lies along the Atlantic 

coast, with the highest part of the contour representing Miami Beach. The figure clearly shows a 

price premium for land near the coast after controlling for distance from the CBD.                   

 In sum, both elements of our hybrid approach are needed to model the spatial patterns of 

land prices.  Distance from the CBD is an essential determinant of prices, but there are other 

features of the price surface that can only be captured with a more flexible specification.  

Price indexes 
 
 Given our controls for spatial price effects and for the heterogeneous features of the land 

parcels and the sales transactions, the coefficients on the half-yearly dummy variables trace out 

time-series indexes of land prices.  These price indexes are the most important results in the 

paper. 
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 Before presenting a variety of these indexes, we show explicitly how we calculate them 

from the estimated hedonic equation.  Note that equation 1 can be written as    

(2) ln t tt
P A D      

where A  represents all the terms in the equation that are not functions of time and we have 

suppressed the subscripts for MSAs and property types.  Let t0 denote a chosen base period and 

let t1 denote any other period.  Then, the difference in the fitted values between the two periods 

can be written as 

(3)    1 0 1 0 1 0

ˆ ˆˆ ˆ ˆ ˆ ˆ ˆln lnt t t t t tP P A A              

so that  

(4)      
1 0 1 0 1 0

ˆ ˆ ˆ ˆ ˆ ˆexp ln ln exp expt t t t t tP P P P      . 

Equation 4 defines the price indexes that we present below.  They are functions solely of the 

estimated coefficients on the half-yearly dummies and are indexed to equal one in a selected 

period. 

 The top panel in figure 6 presents the land price index from a restricted version of the 

hedonic regression that includes a single set of half-yearly dummies.  The resulting price index 

represents a composite index for residential and commercial/industrial land in all 23 MSAs.  As 

shown, this price index trended up from 1995 to 2002, rising at an average annual rate of about 7 

percent.  Prices then surged, increasing nearly 130 percent from the second half of 2002 to the 

series peak in the first half of 2007.  Since then, the price index has declined more than 40 

percent.  As of the first half of 2009, the price index had retraced roughly three-quarters of its 

post-2002 run-up. 
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 The lower panel shows separate price indexes for commercial/industrial and residential 

land.  To obtain these indexes, we re-estimated the regression using two sets of time dummies, 

one for commercial/industrial land in all MSAs and another for residential land in all MSAs.  

Both indexes display the same broad patterns as the composite index in the upper panel – a 

moderate uptrend through 2002, followed by a sharp acceleration that lasted through 2006 or 

2007 and then a steep reversal.  However, the index for residential land displays greater 

amplitude than either the composite index or the index for commercial/industrial land.  A 

likelihood ratio test decisively rejects the hypothesis that the residential and the 

commercial/industrial price indexes are equal.  

 The basic features of the land price indexes estimated by Sirmans and Slade (2009) are 

similar to those in figure 6.  In particular, both sets of indexes indicate that land prices surged at 

the national level after 2002 and have fallen sharply in recent years.  There are, however, some 

notable differences in the indexes.  The total increase in the Sirmans-Slade indexes from 2002 to 

the peak, while substantial, is not as large as in our indexes, and their indexes peak earlier than 

ours.  In particular, their composite index of commercial, industrial, and residential land prices 

peaked in late 2005, when real estate markets were still booming, which seems less plausible 

than the early 2007 peak in our composite index.  

 Figure 7 presents our land price indexes for the individual MSAs.  These price indexes 

cover an aggregate of commercial/industrial and residential land in the MSA and are calculated 

using MSA-specific time dummies in the regression.  The upper row of the figure shows the 

indexes for MSAs on the East Coast while the middle row presents the indexes for West Coast 

MSAs and the bottom row shows the indexes for MSAs located in the interior of the country.  

All the series are indexed to equal 100 in 2002:H2 and every panel has the same scale, so the 
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magnitude of the post-2002 run-up in land prices and the subsequent decline can be compared 

across MSAs. 

The most striking feature of figure 7 is that the swing in land prices has been much larger 

on the coasts and in Nevada and Arizona than elsewhere in the country, a pattern that mirrors the 

boom-bust cycle in the housing market in recent years.  In some MSAs – notably, Los Angeles, 

Phoenix, Seattle, and South Florida – land prices have unwound most or all of the price spike, 

while prices in other MSAs – including New York, Washington D.C., and Tampa – had reversed 

only about half of the price spike by the first half of 2009.15  Land prices in Atlanta, Chicago, 

Detroit, and Houston (the lower middle and right panels) have experienced a muted version of 

this cycle, while the post-2002 price movements in Dallas and Denver are not easy to distinguish 

from the underlying volatility in those series.        

 Table 3 provides additional information on the MSA-level land price indexes.  As shown, 

the price indexes for most MSAs reached a peak in 2006 or 2007, with the median peak date 

across the MSAs occurring in the second half of 2006.  The total price increase from the second 

half of 2002 to the peak ranged from a low of 50 percent in Denver and 62 percent in Dallas to 

more than 250 percent in Las Vegas, New York, and Washington DC; the median rise across 

MSAs was 149 percent.  Although the range is extremely wide, even the increases at the low end 

of the range are not small in any absolute sense.  More recently, all of the MSAs have 

experienced sizable land-price declines from their respective peaks.  As of the second half of 

2008, the cumulative decline ranged from 10 percent in Boston and Orlando to 64 percent in 

Detroit, with a median price drop of 28 percent across the MSAs.  Adding in the first half of 

                                                 
15 For some MSAs, we were unable to calculate price indexes beyond the first half or second half of 2008 because 
the more recent transaction data were too sparse.  For these MSAs – which include Baltimore, Boston, Dallas, 
Detroit, Las Vegas, Tucson, and all the West Coast cities except Los Angeles and Seattle – figure 7 may understate 
the full extent of the price decline through mid-2009.    
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2009 boosts the median decline to 44 percent for the 13 MSAs for which we have sufficient 

transaction data.  We should note, however, that the standard errors for the 2009:H1 dummy 

variables for these MSAs are larger than for earlier periods because of the limited volume of land 

sales.  

 Figure 8 and table 4 provide analogous results for the price indexes for 

commercial/industrial land by MSA.  These series, and the residential price indexes discussed 

below, are calculated from the unrestricted version of the regression equation that allows the 

coefficients of the half-yearly dummies to vary across both MSAs and property type.  The MSA-

level movements in commercial/industrial land prices shown in figure 8 are qualitatively similar 

to those displayed in figure 7 for the aggregate land price indexes.  Both figures show that the 

swings in commercial/industrial land prices generally have been wider in the MSAs on the East 

Coast and in the Far West than elsewhere in the country.  At the same time, a comparison of 

tables 3 and 4 reveals some differences in specifics between the aggregate indexes and the 

commercial/industrial indexes.  The peak in commercial/industrial land prices occurred in the 

first half of 2007 for the median MSA, one-half year after the peak in aggregate land prices.  In 

addition, in most MSAs the magnitude of the swing in the commercial/industrial series was not 

quite as large as that for the aggregate series.  For the median MSA, commercial/industrial land 

prices rose 128 percent from 2002:H2 to the peak, about 20 percentage points less than the 

median rise for aggregate land prices.  Similarly, the median price decline from the peak to 

2009:H1 was 39 percent, compared with a median drop of 44 percent for the aggregate series. 

Finally, figure 9 and table 5 present the MSA-level results for the residential price 

indexes.  For most MSAs, prices jumped even more sharply for residential land than for 

commercial/industrial land.  Taking the median across MSAs, residential land prices increased 
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195 percent from the second half of 2002 to the peak, compared with the 128 percent rise for 

commercial/industrial land prices.  In addition, prices generally peaked earlier for residential 

land than for commercial/industrial land.  For the median MSA, residential land prices peaked in 

the second half of 2006, a half-year before the peak in the commercial/industrial price series.  

The steep decline in transaction volume since 2006 limits the number of MSAs for which we can 

estimate the recent behavior of residential land prices.  Nonetheless, the MSAs with sufficient 

data have experienced a sharp drop in land prices.  In the eight MSAs with data through 

2008:H2, the median decline from the peak was 34 percent, and in the four MSAs with data all 

the way through 2009:H1, the median decline ballooned to 59 percent.     

An important issue is how these movements in land prices compare with the price 

changes for housing and commercial/industrial real estate over the same period.  In their 

assessments of this issue, Davis and Heathcote (2007), Davis and Palumbo (2008), and Sirmans 

and Slade (2009) found that the price swings for residential land have been wider than those for 

home prices over various periods.  Sirmans and Slade (2009) obtained the same result when 

comparing their price index for industrial land to standard price indexes for industrial real 

estate.16            

 Table 6 compares the land price indexes estimated in this study to well-known indexes of 

commercial real estate and house prices.  The land price indexes are the aggregate indexes for 

commercial/industrial and residential land that were plotted in the lower panel of figure 6.  We 

compare the index of commercial/industrial land prices to two indexes of commercial real estate 

prices: the National Council of Real Estate Investment Fiduciaries (NCREIF) transaction-based 

                                                 
16 However, their comparison of relative price movements for the non-industrial part of the commercial sector was 
inconclusive because of differences in the sectoral coverage of the indexes. 
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index and the Moody’s/REAL commercial property price index.17  In addition, we compare the 

index of residential land prices to the S&P/Case-Shiller 20-city index of home prices. 

 As shown in the table, the price indexes for commercial/industrial land and commercial 

real estate all peaked in 2007.  However, commercial/industrial land prices rose substantially 

more from the second half of 2002 to the peak than did either of the measures of commercial real 

estate prices.  Because the NCREIF and Moody’s/REAL indexes price a bundle of land and 

structures, this comparison implies that commercial/industrial land prices increased more than 

the prices of such structures.  Qualitatively, the same pattern holds for the price declines since 

the peak.  In the residential sector, the excess amplitude in land prices relative to home prices has 

been even starker.  Residential land prices are estimated to have risen three times as much as 

house prices from 2002:H2 to the peak in 2006 and to have fallen almost twice as much from the 

peak through 2009:H1.18             

6. Conclusions and Directions for Future Work 

 This paper constructs land price indexes for a broad set of metropolitan areas in the 

United States.  To calculate the indexes, we estimate a hedonic regression for land prices in 23 

large MSAs with a sample of more than 170,000 land transactions from the mid-1990s to the 

present.  The regressions control for a variety of characteristics of the land parcels and the sales 

transactions; they also feature a flexible method of controlling for spatial price patterns within an 

                                                 
17 Information about both indexes can be found at web.mit.edu/cre/research/credl.  For both indexes, the table shows 
an aggregation of the sub-indexes for office, retail, and industrial properties.  We exclude apartment properties to 
match the coverage of the commercial/industrial land price index.       
18 The S&P/Case-Shiller index excludes multifamily properties, while the residential land index includes 
multifamily land parcels.  This coverage difference, however, does not appear to distort the comparison between the 
residential land and house price indexes.  NCREIF and Moody’s/REAL both construct indexes for apartment prices.  
Averaging the two indexes, the price increase for apartments from the second half of 2002 to the peak was  
63 percent and the decline from the peak to the first half of 2009 was 31 percent; both figures closely track the 
changes in the S&P/Case-Shiller index.  Thus, a broader measure of home prices that included apartments would 
still be considerably less volatile than the index for residential land prices.  
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MSA.  Given these controls, the half-yearly dummy variables in the regressions trace out the 

implied land price indexes.      

 The resulting indexes show a dramatic increase in both residential and 

commercial/industrial land prices over several years prior to their peaks in 2006-07 and a steep 

descent since then.  As of the first half of 2009, our aggregate index of commercial/industrial and 

residential land prices for the 23 MSAs had fallen more than 40 percent from its peak in early 

2007.  The magnitude of the run-up and the subsequent decline differs across the MSAs, with the 

largest movements in MSAs on the East Coast and in the Far West.  Another key result is that the 

swings in land prices have been considerably larger than in well-known indexes of commercial 

real estate and house prices.  Because those indexes price a bundle of land and structures, this 

comparison implies that land prices have been more volatile than structures prices over this 

period. 

 The results reported in this paper represent the initial findings from a larger research 

agenda.  At this stage, we have documented the substantial swings in land prices but have not 

analyzed the sources of these movements.  The next step is to examine the degree to which land 

prices have been driven by the availability and cost of financing, the use of leverage in property 

transactions, supply and demand fundamentals in real estate markets, and broader economic 

conditions.  In addition, we intend to conduct a more rigorous comparison of the movements in 

the prices of land and structures.  This can be done by combining the CoStar data for commercial 

real estate and land transactions into single dataset, which would allow us to construct price 

indexes for commercial/industrial land and structures in an integrated framework.      
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Table 1 
Characteristics of the Sample 

 
 

  Number of sales 
 

MSA 
Starting 
period 

  
Total 

Commercial/ 
Industrial 

 
Residential 

Total --- 172,405 94,894 77,511 
  Atlanta 1995:H1 16,118 8,056 8,062 
  Baltimore 1995:H2 3,281 1,801 1,480 
  Boston 1995:H1 3,580 1,830 1,750 
  Chicago 1995:H1 14,330 8,316 6,014 
  Dallas 1995:H2 4,656 3,954 702 
  Denver 1995:H2 8,579 4,767 3,812 
  Detroit 1999:H2 2,943 1,913 1,030 
  Houston 1999:H2 2,417 2,190 277 
  Las Vegas 1995:H1 11,027 5,166 5,861 
  Los Angeles 1995:H1 12,313 8,599 3,714 
  New York 1998:H2 6,510 3,767 2,743 
  Orlando 1995:H1 7,325 4,272 3,053 
  Philadelphia 1998:H1 5,087 2,489 2,598 
  Phoenix 1995:H1 17,534 8,216 9,318 
  Portland 1995:H1 6,573 2,599 3,974 
  Sacramento 1995:H1 2,514 1,961 553 
  San Diego 1995:H1 3,155 2,204 951 
  San Francisco 1995:H1 4,524 3,185 1,339 
  Seattle 1995:H1 9,775 4,094 5,681 
  South Florida 1997:H2 9,130 6,070 3,060 
  Tampa/St. Petersburg 1997:H2 6,296 4,029 2,267 
  Tucson 1995:H1 5,186 2,025 3,161 
  Washington DC 1995:H1 9,552 3,391 6,161 
 

Note.  Los Angeles is defined to include Orange County and the Inland Empire; New York is defined to 
include northern New Jersey, Westchester County, and Long Island; and San Francisco is defined to include 
Marin/Sonoma, East Bay/Oakland, and South Bay/San Jose.  
Source.  Authors’ analysis of data from the CoStar Group, Inc. (www.costar.com).
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Table 3 
Price Indexes for Composite of Commercial/Industrial 

 and Residential Land by MSA 
 

 
  Percent change 
 

MSA 
Date of 

recent peak  
2002:H2 
to peak 

Peak to 
2008:H2 

Peak to 
2009:H1 

Atlanta 2007:H1 80 -14 -42 
Baltimore 2006:H2 93 -22 NA 
Boston 2005:H2 143 -10 NA 
Chicago 2006:H2 125 -47 -60 
Dallas 2006:H2 62 -30 NA 
Denver 2007:H1 50 -18 -23 
Detroit 2005:H1 91 -64 NA 
Houston 2005:H2 116 -15 -17 
Las Vegas 2007:H2 286 -42 NA 
Los Angeles 2006:H2 156 -46 -51 
New York 2007:H2 255 -39 -44 
Orlando 2006:H2 167 -10 -28 
Philadelphia 2005:H2 143 -32 -12 
Phoenix 2006:H1 183 -30 -47 
Portland 2006:H2 151 -23 NA 
Sacramento 2008:H1 149 NA NA 
San Diego 2005:H2 120 -26 NA 
San Francisco 2006:H2 206 -39 NA 
Seattle 2007:H2 184 -20 -63 
South Florida 2007:H2 199 -38 -77 
Tampa 2007:H1 153 -25 -39 
Tucson 2007:H1 124 -13 NA 
Washington DC 2007:H1 252 -39 -44 
Median across 
  MSAs 

2006:H2 149 -28 -44 

 
Note.  See table 1 for definitions of selected MSAs.  NA indicates that the price index is not available. 
Source.  Authors’ analysis of data from the CoStar Group, Inc. (www.costar.com). 
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Table 4 
Price Indexes for Commercial/Industrial Land by MSA 

 
 

  Percent change 
 

MSA 
Date of 

recent peak  
2002:H2 
to peak 

Peak to 
2008:H2 

Peak to 
2009:H1 

Atlanta 2007:H1 78 -18 -45 
Baltimore 2006:H2 108 -18 NA 
Boston 2005:H2 168 -5 NA 
Chicago 2006:H2 128 -30 -30 
Dallas 2006:H2 61 -35 -40 
Denver 2007:H1 55 -18 -17 
Detroit 2005:H2 62 -61 NA 
Houston 2006:H1 100 -27 -21 
Las Vegas 2007:H2 260 -45 NA 
Los Angeles 2006:H2 149 -40 -42 
New York 2007:H2 216 -22 -39 
Orlando 2006:H2 153 -14 -23 
Philadelphia 2007:H2 134 -25 -10 
Phoenix 2007:H1 123 -19 -39 
Portland 2006:H1 111 -12 NA 
Sacramento 2008:H1 159 NA NA 
San Diego 2005:H2 121 NA NA 
San Francisco 2008:H1 139 -17 NA 
Seattle 2007:H2 184 -22 -58 
South Florida 2007:H2 223 -40 -74 
Tampa 2007:H1 112 -24 -19 
Tucson 2007:H1 99 -15 NA 
Washington DC 2007:H1 230 -35 -48 
Median across 
  MSAs 

2007:H1 128 -22 -39 

 
Note.  See table 1 for definitions of selected MSAs.  NA indicates that the price index is not available. 
Source.  Authors’ analysis of data from the CoStar Group, Inc. (www.costar.com). 
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Table 5 
Price Indexes for Residential Land by MSA 

 
 

  Percent change 
 

MSA 
Date of 

recent peak1 
2002:H2 
to peak1 

Peak to 
2008:H22 

Peak to 
2009:H1 

Atlanta 2008:H2 112 0 -35 
Baltimore 2006:H1 102 NA NA 
Boston 2005:H2 117 NA NA 
Chicago 2005:H2 145 -75 -79 
Dallas NA NA NA NA 
Denver 2006:H2 53 NA NA 
Detroit 2005:H1 158 NA NA 
Houston NA NA NA NA 
Las Vegas 2007:H1 317 NA NA 
Los Angeles 2005:H2 160 -52 -60 
New York 2007:H2 343 -58 NA 
Orlando 2006:H2 256 NA NA 
Philadelphia 2005:H2 195 NA NA 
Phoenix 2006:H2 280 -43 -57 
Portland 2006:H2 259 NA NA 
Sacramento NA NA NA NA 
San Diego 2005:H2 NA NA NA 
San Francisco 2006:H2 233 NA NA 
Seattle 2007:H2 221 -17 NA 
South Florida 2006:H2 226 NA NA 
Tampa 2005:H2 196 -25 NA 
Tucson 2008:H1 158 -12 NA 
Washington DC 2004:H2 127 NA NA 
Median across 
  MSAs 

2006:H2 195 -34 -59 

 
1.  Calculated only for MSAs for which the price index is available through at least 2005:H2. 
2.  For Atlanta, the peak occurred in 2008:H2, so the change is identically zero. 
Note.  See table 1 for definitions of selected MSAs.  NA indicates that the price index is not available. 
Source.  Authors’ analysis of data from the CoStar Group, Inc. (www.costar.com). 
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Table 6 
Price Indexes for Land, Commercial Real Estate, and Housing 

 
 

  Percent change 
 

Index 
Date of 

recent peak  
2002:H2 
to peak 

Peak to 
2008:H2 

Peak to 
2009:H1 

Commercial/industrial      
   Land price index 2007:H1 111 -18 -37 
   NCREIF transaction-based index 2007:H1 82 -14 -28 
   Moody’s/REAL CPPI 2007:H2 74 -12 -27 
Residential      
   Land price index 2006:H1 166 -35 -56 
   S&P/Case-Shiller home price index 2006:H2 55 -22 -31 

 
Note.  The land price indexes are those calculated for the aggregate of all 23 MSAs, which were shown in the 
lower panel of figure 6.  CPPI stands for commercial property price index.  The figures for the NCREIF and 
Moody’s/REAL indexes cover office, retail, and industrial properties.  The S&P/Case-Shiller index covers 
single-family homes in twenty cities.  All figures in the table are calculated from data that are not seasonally 
adjusted. 
Sources.  Land price indexes: Authors’ analysis of data from the Costar Group, Inc. (www.costar.com).  
NCREIF index: MIT Center for Real Estate.  Moody’s/REAL index: Moody’s Investors Service.  S&P/Case-
Shiller index: Standard and Poor’s.  
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Figure 2 
Illustration of Vertex Weights 
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Figure 4 
Locational Grid for South Florida 
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Figure 5   
Land Price Surface for South Florida 
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   Source.  Authors’ analysis of data from the CoStar Group, Inc.
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Figure 7
Aggregate Land Price Indexes by MSA

Note.  Shading begins immediately after 2009:H1.
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Figure 8
Commercial/Industrial Land Price Indexes by MSA

Note.  Shading begins immediately after 2009:H1.  Segments between dots represent interpolation for missing half-yearly estimates.
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Figure 9
Residential Land Price Indexes by MSA

Note.  Shading begins immediately after 2009:H1.  Segments between dots represent interpolation for missing half-yearly estimates.
Houston not shown due to small number of half-yearly estimates. - 43 -
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Appendix 

This appendix presents the results of a large set of likelihood ratio tests for the 

equality of coefficients in our hedonic regression equation.  For each hypothesis, the test 

statistic is -2 ln(λR/λU), where λR is the value of the likelihood function after the equality 

restrictions have been imposed and λU is the value of the unrestricted likelihood function.  

This statistic is distributed χ2(ρ), where ρ equals the number of restrictions imposed by 

the null hypothesis.  

 Each column in table A.1 reports the test results for a subset of independent 

variables.  The column labeled “Condition of property,” for example, includes the nine 

dummy variables that fall under this heading, for which the coefficient estimates were 

summarized in table 2.  Similarly, the column labeled “Time effects” includes the full set 

of half-yearly dummy variables.  For any column in the table, the first row shows the 

results for the most restrictive null hypothesis – that every variable in that column has a 

single coefficient across all 23 MSAs and both property types.  The second row tests a 

less restrictive null hypothesis – that each variable has a single coefficient across all 

MSAs for residential land and a separate coefficient across all MSAs for 

commercial/industrial land.  The next row tests the analogous null within MSAs – that 

each variable has a single coefficient across residential and commercial/industrial land in 

every MSA but that this coefficient differs across MSAs.  The remaining rows test the 

hypothesis that each variable has the same coefficient across the two property types for 

MSAs taken one at a time.  

Each entry in table A.1 presents the p-value for a particular hypothesis test.  p-

values smaller than 0.05 indicate that the null hypothesis is rejected at the five-percent 
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level of significance, while p-values smaller than 0.001 indicate rejection at the one-

percent level.  The p-values greater than 0.05 have been shaded to highlight the 

hypotheses that cannot be rejected at the standard five-percent level.    

The results in the first three lines of the table provide strong evidence in favor of 

the highly disaggregated regression model that we estimate instead of a model that 

aggregates the individual MSAs, the two broad property types, or both.  As shown, all of 

these aggregation hypotheses are rejected at the one-percent level of significance.1     

 The remaining rows of the table show that some of the coefficient restrictions 

cannot be rejected for individual MSAs.  For example, in 13 of the 23 MSAs we cannot 

reject the hypothesis that distance from the CBD has the same price effect on residential 

and commercial/industrial land.  Similarly, in nine MSAs we cannot reject the hypothesis 

that parcel size has the same price effect on both types of property.  However, in every 

MSA at least some of the equality restrictions are rejected at the one-percent level.  

Accordingly, it is not appropriate to estimate an aggregated model for residential and 

commercial/industrial land prices in any of the MSAs. 

 

                                                 
1 Note that we do not test the equality of the locational grids across MSAs.  Given the differences in 
geographic features across MSAs, we would expect the price surfaces to differ as well.   
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