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Introduction

This study compares structural and time series models of exchange
rate determination on the basis of their out-of-sample forecasting and explanatory
power. We find that a random walk model would have outperformed all the
other models as a predictor of the logarithm of major-country exchange rates
during the 1970'3.1/

The narrowér implications of our results concern the apparent instability
of the underlying macroeconomic structure. Previous studies, which assume |
a constant structure and test models on the basis of in-sample fit, may not
be valid. The parameters may be chaﬁging over time, either due to changes
~ in economic policy rules (the Lucas critique), oil supply shocks, technological
changes and transfers; or due to more nebulous factors such as political
events. The broader impliéations-of the results concern the failure of the
structural models to predict or even explain exchange rate behavior out-of-sample.
A poor predictive performance could be rationalized by arguing that the
explénatory variables (money, income, .interest rates, current accounts ees)
are difficult to predict, and thus the exchange rate is difficult to predict.
However, even when uncertainty about the explanatory variables is purged by
using‘ex-post realized values of these variables, the structural models still

fail to fit the data out-of-sample as well as the random walk model. Furthermore,

we generate some structural model forecasts by imposing theoretical coefficient

* We have benefited from comments made by Rebert Flood, Thomas Glaessner,
Peter Hooper, Dale Henderson and Maurice Obstfeld. Thanks are due to
Julie Withers and Cathy Crosby for excellent research assistance.



constraints and using realized explanatory variables. These limited
experiments only reinforce the coneclusion that existing empirical structural
wodels cannot predict or even explain movements in exchange rates over

the 1970's.

In our experiment, each competing model is used to generate forecasts
at one to twelve month horizons for the dollar/pound, dollar/mark, dollar/yen .
and trade-weighted dollar exchange rates;gl The parameters of each model are
estimated on the basis of the most up-to-date information available at the
time of a given forecast. This is accomplished by using rolling regressions
to re-estimate the parameters of each model every forecast period.

As representative structural models we choose the monetary model, the
Dornbusch-Frankel model and the Hooper-Morton model. This last model extends
the Dornbusch-Frankel model to include the effects of the current account.
These models have been successful by measures of in-sample fit. They explain
poorly out of sample, and fail to outperform the random walk model.

A wide variety of univariate techniques also lose to the random walk
model, as does a vector autoregression composed of exchange rates, relative
short~term interest rates, relative inflation rates, and the current account.

Even optimally formed linear combinations of forecasts cannot outperform
the forecasts of the random walk model. The forward rate does not predict
any better than the random walk model either. But the interpretation of

its relative performance is somewhat tangential to the main issue here, which

He
2]

: 3
how good are existing empirical models of exchange rate determination?—
A description of the competing models and the techniques used to

estimate them is presented in the first section of the paper. The second



section discusses our methodology for comparing models on the basis of
out-of-sample fit, and the éhird section contains the‘main results. A
fourth section looks at linear combinations of the forecasts of the
different models.-

There are three appendices. One describes the data, and another
gives a more comprehensive listing of the empiricalﬂzesults. The third

appendix reports tests of the exogeneity specification of the Dornbusch-

Frankel model.



I. A Description of the Models

Here we discuss the specification and statistical estimation of

the various competing models.

A. The Structural Models

Waile many models of exchange rate determination have been advanced,
the "asset" models have enjoyed the greatest popularity in the recent
empirical literature. We include three of the asset models in our study:
the monerary (Bilson-Frenkel-Mussa) model, the Dornbusch-Frankel model,
and the Hooper-Morton model.?’ The Dornbusch-Frankel model has the same
long-run properties as the monetary model, but allows for slow price
adjustment and Consequent short-run deviations from purchasing power
parity. The Hooper-Morton model extends the Dornbusch-Frankel model to
allow for changes in the long-run real exchange rate. These real exchange
rate changes are assﬁmed to be correlated with unanticipated shocks to the.
current &account.~

The specification qf the three models we use are subsumed in the

general specification given in equation (1):

* * * * *
e =a, + al(m -m + a2(y -y) + a3(rS - rS) + 34(ﬂ -7m) + a_CA + agCA + (1)
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where e is the logarithm 6f the exchange rate (in déllars/foreign currency
units), n-% is the logarithm:of the ratio of the U.S. money supply to the
foreign money supply, y-§ is the logarithm of the ratio of U.S. to.foreign
real output, ry - ;s is the short term interest differential and T - # is
the long-term inflation differential. CA and CK represent the cumulated

U.S. and foreign current accounts, and u is a disturbance term.



All of the models hypothesize first degree homogeneity in relative

money supplies, or a; = 1. The Bilson-Frenkel-Mussa monetary model, which

assumes flexible prices,yahd purchasing power parity, imposes the additional

constraints a4 = a5 =a, = 0. The Dornbusch-Frankel model imposes the
constraint a =-a67=‘0:7_None~9f the coefficients in equation (1) is constrained.
6/

to be zero in the Hooper-Morton model.—

The approach generally used to compare these types of models. invelves
estimating a model of the general form, and then testing hypotheses on the
coefficients.zj When overall performance is measured by in-sample fit,
regressions based on equation (1) do reasonably well.

One drawback to this apptoach is that it is difficult to deal
with the statistical problems encountered in obtaining consistent estimates
of the coefficients in equation (1). Variables such as relative money
supplies and relative outputs are treated as exogenous variables in the
underlying theoretical models, but may be more realistically thought ct as
endogenous variables. Othef variables, such as the short-term interest
differential,'are endogenous even in the underlying theoretical models. Yet
they are still treated as legitimate regressors in ordimary least squares
regressions of equation (l).éy

Evidence on fhe egogeneity specification of the monetary model is
presented in Glaessner (1979) and Caves and Feige (1980). In an apperdix, we test
Wtﬁe exogeneity speéification of the Frankel (1979) model, using bilateral data.

BN

fhis specification is rejected for German/U.S. and Japanese/U.S., bat not

the U.K./U.S. data sets.

In an effort to deal with the possible .endogenéity of the right~hand
side variables, we estimated the parameters of the structural models using

both ordinary least squares and instrumental variables techniques;gj.



If one of the structural models summarized by equation (1)‘is true, and if
its parameter estimates can be consistently estimated with instrumental
variables techniques, then our use of actual realized values of the
explanatory variables should help the predictive performance of instrumental
variables techniques vis ; vis ordinary least squares. However, ordinary
least squares parameter estimates always yiglded the best structural model
forecasts in our experiments.;g/-

While most of the forecasts generated in this study are based on models with
freely estimated coefficients, we also tried forecasting the monetary model by
imposing priors. The'same logic given above for why consistent instrumentalb
variables techniques should predict well applies here. When the coefficient
constraints are correct, forecasts based on realized values of the explanatory
variables should perform quite well, even when the explanatory variables themselves
are difficult to predict.

We based our priors for the monetary model on those presented in BilSon.
(1978) . Bilson, who performs a type of Bayesian estimation of the dollar/DM
rate, presents the following.95 percent confidence intervals around his

priors on the coefficients of equation (1):

0.92a 21.1

1 —_ : S
0.5 % a, % -1.5 (2)
02a,2-0.03

(He implicitly sets a, =a_ = ag = 0.)



When imposing these priors, we still neededrto use rolling regressions to
estimate and update our out;of-sample forecasts of the seasonals and the>
constant term. (We also tried setting all the seasonal parameters at zero).

The forecasts based on the monetary model with constrained coefficients
did not predict as well as forecasts based on the monetary model with freely
estimated coefficients;;l/

It is considerably more difficult to obtain priors on the other
structural models, since the parameters in equation (1) can involve the
speed of adjustment coefficient in the goods market. Following Frankel (1979),
we did try constraining a; = 1. However, this constraint did not improve
the forecasting performance of his modei.

Since we obtain better forecasts by using ordinary least squares than

by using either instrumental variables or by imposing priors on the cocefficients,

we only report the ordinary least squares results for the structural models.
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B. Univariate and Multivariate Time Series Models

Several univariate time series models are used in our experiments.
All are estimated for the logarithm of the exchange rate.

The first model is a long autoregression (AR) with the order a function
of sample size;lg/ Other AR processes are estimated using the Schwarz
(1978) and Akaike (1974) criteria for selec;ion of lag length‘léy Another
univariate technique involves direct application of the Wiener-Kolmogorov
prediction formula in the frequency domain. (See Sargent (1980)). Finally,
a weighted least squares method is used to estimate the parameters of a
long autoregression. This procedure uses geometric weights to place greater
emphasis o; cur?ent observationsr;&/-

The randém walk model, which uses the current spot rate as a predictor
of all future spot rates, is also a ﬁﬁivariate model. While the basic
random walk model obviously requireg no estimation, we did try estimating
a random Walk ﬁodel with a drift parameté¥. The drift parameter was estimated
as the mean monthly (logarithmic) exchange rate change, calculated on the

basis of the sample available at the time of a given forecast.

While differences amoﬁg these univariate models are of interest,

© we oniy discuss the results for the long AR model (with order a function
of sample size) and for the ihndom walk model. The performance of the long
A.R. model is characteristieipf the best of the univariate models with
estimated coefficients, whilé:the random walk model performs just gs\well
as the random walk model wivt;f.x:.drifﬁ,’-l;s—?' 5 N

An unconstrained vector autoregression (VAR) serves as our repres;qtative
multivariate time series model. The VAR inclﬁdes current and lagged values
of four variables: the logarithm of the exchange rate, the short—-term

interest differential, the CPI inflation differential and the U.S. current

account. The same number of laes of all the variables appear in each of



of the exchange rate is given by:

: _ % X
e, =ae ;+tae ,....tae + bl(r r)t_1 + ... +b (r - 1)

% *
+ Cl(,n_ - Tr)t_l + ... Cn('ﬂ' - 'IT)t—n + dlCAt—l + ..-.dnCAt_n + Vt

where Ve is an error term which is serially uncorrelated, but may be
contemporaneously correlated with the error terms in the equations for the
other variables. Any contemporaneous relationships between the variables

~ are captured here through the covariance matrix of these disturbance terms.

The maximum lag length, n, is chosen using a multivariate order selection

16/

criterion.—

The four variables in the VAR represent a subset of the variables in
the general specification of the structural models, equation (1). Given the

limited sample period, there is a tradeoff between including more variables

and more lags.

t-n

(2)
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C. Selecting the Data

The data are chosen to conform to the theoretical assumptions under-
lying the specification of the structural models. A subset of these
data is used to estimate the time series models.

All of the raw data used in this study are seasonally unadjusted.
This allows us to estimate the seasonal and structural parameters on a
consistent basis.lzj The use of seasonally adjusted data, especially data
smoothed with a two-sided filter such as Census Xl1, can seriously
distort the parameter estimates.Lé/ Another reason for avoiding seasonally
adjusted data is that we wanted to be careful to base all our forecasts on
information available at the time of the forecast. Forecasts based on
seasonally adjusted data, adjusted over the extended sample period,
implicitly ' make use of information which would not have been available.

The dollar/mark, dollar/pound and dollar/yen spot exchange rate
data are monthly point-sample data. We use an average of daily rates for
the trade-weighted dollar, partly becasue that data is more readily available
and partly to be consistent with other work on the trade-weighted dollar.

(See Hcoper and Morton (1980)).

For the purposes of this study, point sample data have a decided

advantage over monthly average data. Suppose an exchange rate follows a

random walk on a mid-day to mid-day basis. Then a series consisting of

monthly averages of the mid-day quotes will exhibit positive serial correlationléy
Bilateral forward rates of one, three, six and twelve month maturities,

are drawn from the same day of the month as the spot rates. Point-sample

short-term and long-term interest rate data also match the spot rate data.
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We use treasury bill rates and interbank rates for short~term interest

rates. Using these interest rates makes sense when estimating models based

on money demand equations. However, Euromarket rates would be more likely

to conform to another assumption underlying most of the structural

models: perfect asset substitutibility.
Following Frankel (1979), relative long-term interest rates were

used as one proxy for relative long-run expected inflation rates. The data

are described further in Appendix II.
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IT. The Methodology for Comparing Models Out-of-Sample

All of the competing models are estimated over a monthly data series
which extends back to March 1973, the beginning of the floating rate
period. Out-of-sample forecasts are generated for the period December 1976
through November 1980, and for the subperiod December 1978 through November
1980. The choice of the four year forecas; period is predicated on our
desire to have sufficient degrees of freedom available for initial parameter
estimates for all the models, especially the vector autoregression (VAR).
We analyze the recent two year sub-period in part because of the major
change in U.S. .intervention strategy beginning November 1978, and in part
to see whe£her the relative performances of the competing models are
different over the recent sub-period than over the entire forecast period.
Each model is initially estimated (for each exchange rate) using data
up through the first forecasting period, November 1976. Forecasts are
generated at horizoﬁs of one, three, six,land twelve months.zg/ Then the
data for December 1976 are added to the sample, and the parameters of
each model, including the seasonal adjustment parameters, are re-estimated
using rolling regressions. New forecasts are generated at one, three, six
and twelve month horizons. Then another month of data is added, and so on.
Of course, the structural models require forecasts of their explanatory
variaBles in order to generate forecasts of the exchange rate. 1In order
to give these models the benefit of the doubt, we use actual realized
values of,their respective explanatoryAvariables. This procedure directly
addresses one possible defense of these models: structural exchange rate

models have explanatory power, but predict badly because their exogenous
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(explanatory) variables themselves are difficult to predict.zl

All of the models aré estimated for the logarithm of the exchange.
rate, and we compare models on the basis of their ability to predict the
logarithm rather than the level of the exchange rate. By comparing predictors
on the basis of their ability to predict the logarithm of the exchange
rate, we avoid any problems arising from Jensen's inequality:gg/ Because

of Jensen's inequality, the best predictor of the level of dollar/mark

rate might not be the best predictor of the level of the mark/dollar rate.

Out-of-sample forecast accuracy is measured by three statistics:
mean bias, mean absolute bias, and root mean square error.géj Because we
are looking at the logarithm of the exchange rate, these statistics are
unit free and are comparable across currencies.

The methodology used here for comparing models out-of-sample is
drawn from the macro literature. (See for:example Nelson (1972), Christ (1975),
Fair (1980) or Litterman (1979)). Although out-of;sample prediction comparisons
have considerable intuitive éppeal, presently available techniques are not
bésed on formal hypothesis testing.

We are able to construct a formal test at one month ﬁorecast horizons,
under the assumption that the models yield unbiased forecasts.gé/A However,
at lohger forecast horizons, even optimal unbiased forecasf errors follow a
moving average process. The moving average process is of the order of the

. 25/
forecast horizon minus one.™
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IIT. The Results

Tables I, II, and III broadly characterize the results of our study.

Table I presents average rankings for the seven models. These
rankings are a simple average of the models' individual rankings for each
statistic (mean bias, mean absolute bias, and root mean square error) for
each exchange rate (dollar/mark, dollar/pound, dollar/yen, and the trade
weighted dollar) at each forecast horizon (one, three, six, and twelve
months) .

The random walk model, which uses the current spot rate as a predictor
of all future spot rates, outperforms all of the structural and time series
models. It ranks first over the entire four year forecasting period,
December 1976 through November 1980, and over the recent two year sub-period,
December 1978 through November 1980.

Table II breaks down these rankings by forecast horizon. The random
walk model ranks ahéad of the times series and structural models at all
forecast horizonms.

At one month horizons, we ecan formally compare the prediction error
variance of an individual est?mated model with the prediction error variance
of the random walk model. The formal test of equality of variances is
only valid under the assumption that both predictors are unbiased.

Given this assumption, we find that the fandom walk model always has the

lower one step ahead prediction error variance. In fact, we can reject

the null hypothesis of equality of variances at the 10%Z significance level

in almost every case. The only exception is that the long AR model is not
significantly worse than the random walk model over the recent two year
forecast period for all three bilateral rates, and it is also not significantly

worse for the dollar/pound rate over .the full four year forecast period.
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Table III gives the average rankings for the individual exchange
rates. The random walk model again ranks ahead of both the time series
models and the structural models.

At the risk of distracting from the issue of how well existing

empirical models explain the exchange rate, we have included the forward

rate in these tables. Given the assumptions of market efficiency and rational

expectations, the relative performance of the forward rate may be interpreted

as evidence on the existence of a risk premium. For example, the forward
rate could predict worse than the random walk model when there is a time-
varying risk premium, even if the risk premium is zero om average.géj
The spot rate does not always outperform the forward rate. 1In
particular,‘the forward rate ranks ahead of the spot rate as a predictor
of the dollar/mark exchange rate at the longest forecast horizon.
Appendix. I contains more detailed results, including the individual
statistics at each horizon for each exchange rate. One feature of these
results especially worth noting. is the way root mean square error rises
with the length of the forecast horizon. Under the assumption that the
(logarithm of the) exchange rate follows a random walk, we would expect
the RMSE of the random walk model to rise with the square root of the fore-
cast horizon. For a damped process, the RMSE of the true model and of the
random walk model would rise more slowly, converging (not necessarily
monotoniceally) to a finite limit at long forecast horizons. The RMSE
statistics given in Appendix I for the random walk model do very roughly

rise with the square root of forecast horizon.

The dominance of the random walk model limits the usefulness of a comparison

among the models with estimated coefficients. The relatively strong

performance of the long autoregressive (AR) model. is due to the low
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mean bias of its forecasts. It is worth emphasizing that even though
exchange rates probably do not follow a random walk exactly, there is no
reason that a long A.R. with freely estimated coefficients should predict
better than the random walk model. The random walk model may impose a
coefficient restriction which is approximately correct. It is well known
that imposing such constraints tends to improve forecast accuracy. See
Sims (1980) or Litterman (1979) for further discussion.

The relative superiority of the random walk model over the structural
models is less pronounced at longer forecasting horizons. Perhaps the
structural models benefit more at longer forecasting horizons from our technique
of generating their forecasts using actual realized values of their right-hand
side (exogenous) véfiables. The vector autoregression moves up in the
rankings at long forecast horizons as well, even though it uses no out-of-
sample information to form its forecasts:lzj The VAR forecasts all four
of its own variables.

While the random walk model may be as good a predictor as any
of major exchange rates, it does not predict well. The root mean square
error statistics listed in Appendix I reflect approximate percentage

standard deviations, since they apply to the logarithm of the exchange rate.

At one month forecasting horizons, the RMSE for the bilateral rates range
from 2.3% for the dollar/pound rate to 3.7% for the dollar/yen rate. At
twelve months, the root-mean square errors range from 10.2% for dollar/pound
rate to 19.1% for the dollar/yen rate. (These are based on the full four
year forecasting period.)

While such volatility need not imply structural instability, it

certainly cautions against those in-sample testing techniques which ignore



-20-

the problem entirely. It is clear that conventional in-sample tests which
purport to capture the structure of the serial correlation of the exchange

rate do not deal adequately with the instability of this structure over

time.
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IV. Optimal Linear Combinations of Forecasts

Theoretically, optimal linear combinations of two or more unbiased
predictors should perform.at‘leastvas well as any one alone. Eﬁen a bad
predictor can sometimes be profitably combined with a good predictor; the
forecasting gain depends on their covariation.

Here we consider whether it is possible, by estimating weights
for the forecasts of the different models (including the random walk
model), to produce a forecaster which beats fhe random walk model. Following
Granger and Newbold (1977), we estimate a regression of the form:

1 2 n-1

e = a ft + a,f _ + (... + an—lft-l

+ (1 _ a, - ag = eee —an_l)fr::_l t (3)

where fi-l is the one month ahead forecast of the logarithﬁ of the exchange
rate, formed using model j based on t-1 information. e is the logarithm
of the actual exchénge rate at time t.

The weights, while constrained to sum to one, do not all haﬁe to be
positive. We estimate the weights in equation (3) using ordinary least
squares. This procedure is valid only for one month ahead forecasts.

At longer forecast horizons, the models' forecast errors, will follow a
moving average process. _Since estimation of a linear combination like
equation (3) is more complicated in this case, we choose to focus entirely
on one step ahead predictors.

The weights in equation (3) are estimated on the basis of information
available at time t-1 only, and are re—estimated each period using rolling

regressions. The weighted average forecaster does not generate a forecast

for the first n-1 months of the forecasting period, because it requires
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observations to fit the weights.

We considered ]inear combinations of the six time series and

structural models taken together and also taken two at time. We included
the random walk model but excluded the forward rate as here we are not
primarily concerned with market efficiency and risk premium issues.

The estimated linear combination of all the forecasts never

improves upon the random walk model for any of the three statistical measures

of forecast accuracy we use. Estimated linear combinations of the different
forecasts taken two at time do sometimes slightly outperform the random
walk model. However, no two models combine to outperform the random walk
model for more than one exchange rate. Combinations which work slightly
better over the two year forecast period do worse over the four year period,

28/

and vice varsa.~
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Conclusions

Three major bilaterai exchange rates (the dollar/mark, dollar/poutid
and dollar/yen) and the trade-weighted dollar are all well-approximated by
the random walk model. The representative structural models db not perform
well out-of-sample; they predict poorly even when uncertainty about future
values of the explanatory variables is removed.

Why are the out-of-sample results presented here so different from
the more optimistic in-sample results presented in other studies? Simultaneous
equations bias is a possible answer, but this was accounted for by
imposing theoretical coefficient constraints, using instrumental variables
techniques, and by estimating a vector autoregression. The failure of
regressors to satisfy stationarity assumptions implicit in in-sample
hypbthesis testing is another possibility. If, for example, an explanatory
variable follows a nonstationary process, then conyentional hypothesis tests
may no longer be appropriate. Still another possibility is the presence of
nonlinearities in the underlying structural models; we made no attempt to
account for this potential problem.

But the most likely explanation for the different picture painted by
out-of-sample tests is structural instability. While reasons for the
instability are difficult to identify, one possibility is‘changes in economic
policy rules. We are not sure that this was more important than other factors
causing structural instability during the seventies: e.g., the two oil shocks,
technological changes and transfers, and changes in global trade patterns.
But whatever the source, this instability cannot be ignored, and in-sample
tests which assume constant parameter values may be an inadequate method of

testing exchange rate theories on 1970's data.
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The result that the reprensentative structural models do not explain
the data out-of-sample is striking. It is quite possible that these models,
which focus primarily on financial market phenomena, do not adequately

address the sources of real exchange rate instability which characterized

the seventies.
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Appendix I

The following tablgs contain the detailed results of our study.
There is a separate table f&r every exchange rate at each forecast horizon.
There are also separate tables for the results over the full four year
forecasting horizon, December 1976 through November 1978, and the two year
subperiod, December 1978 through November 1980. Every table lists mean
bias, mean absolute bias and root mean square error statistics for all of
the seven competing prediction models. The top row of every table lists
average rankings. These rankings are averages of the rankings for each of

the three individual statistics.

Table XXXVI includes the statistics for the random walk model with

drift.
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Appendix II—

The raw data used in this paper are all seasonally unadjusted.

Whenever possible, daily daéa are drawn from identical observation dates
across series. In the bilaterial data sets for Germany and the United Kingdom,
the spot and forward exchange rates, short—term interest rate, and long-

term bond rate are always drawn from the same date. Because a daily bond

rate series is not readily available for Japan, only the exchange and interest
rate dates correspond in this data set. All other bilateral ser%es

as well as all of the series used in the trade-weighted data set, are

monthly data. All data are taken from publicly available sources.

The Bilateral Data Sets

The bilateral data sets draw exchange rate data from identical

sources, as follows:
One, Six, and Twelve-Month Forward Exchange Rates
Data Source: Data Resources, Inc. data base.

Series: One, six, and twelve-month forward bid rates in U.S.
dollars per local currency unit.

Descriﬁtion: Daily data based on 10:0Q.a.m. .opening New York market
rates. v ' :

Three-Month Forward and Spot Exchange Rates
Data Source: Federal Reserve Board data base.

Series: Three-month forward and spot bid rates in U.S. dollars
per local currency unit.

Description: Daily data based on 12:00 noon New York market rates.
Sources of the other bilateral data series are discussed below by country.
Germany
Bond Yields

Data Source: Deutsche Bundesbank, Statistical Supplement to the

Monthly Reports of the Deutsche Bundesbank, Series 2,
Securities Statistics, Table 7b.

*%/ Written with Julie Withers



series: Yields in percent per annum on fully taxed outstanding
bonds of the Federal Republic of Germany.

Description: Monthly data. Data are calculated as averages of four
bank-week return dates including the end-of-month yield
of the preceding month.

Consumelr Prices

Data Source: Deutsche Bundesbank, Monthly‘Report of the Deutsche
Bundesbank, Table VIII-7.

Series: Total cost of living index for all households.
Description: Monthly index with 1976=100.
Industrial Production

Data Source: O0.E.C.D., Main Economic Indicators.

Series: Total industrial production.
Desaeription: Monthly index with 1975=100.
Interest Rates (Three-Month)

Data Source: Frankfurter Allegemeine Zeitung.

Series: "Geldmarket Vierteljahresgeld" in percent per annum.
Description: Daily data.
Money Supply (M1)

Data Source: O0.E.C.D., Main Economic Indicators.

Series: M1 money supply in billions of DM.

Description: Monthly data. Data refer to the last banking day of
the month.

Adjustment: A break in the series, caused by the introduction of
a new method of computation, occurs in December, 1973.
The 1973 statistics are adjusted using the ratio of
the new to the old statistic for December, 1973.

Trade Balance

Data Source: O0.E.C.D., Main Economic Indicators.

Series: Trade balance (f.o.b. - c.i.f.) in billions of DM.

Description: Monthly data.



Japan

Bond Yields

Data Source:
Series:
Description:

Consumer Prices
Data Source:
Series:

Description:

~37~-

Bank of Japan, Economic Statistics Monthly,
Table 71(2). '

Yields in percent per annum on listed government bonds
(Tokyo Stock Exchange).

Monthly data. Data refer to the last banking day of
the month.

Bank of Japan, Economic Statistics Monthly, Table 119(1).

General consumer price index for all Japan.

Monthly index with 1975=100.

Industrial Production

Data Source:
Series:

Description:

0.E.C.D., Main Economic Indicators.

Total industrial production.

Monthly index with 1975=100.

Interest Rates (Three-Month)

Data Source:

Series:

Description:
Money supply (ML)

Data Source:

Series:

Description:

Trade Balance
Data Source:
Series:

Description:

Federal Reserve Board data base.

"Over two-month ends'" bill discount rate (Tokyo Stock
Exchange) in percent per annum.

Daily data based on Reuters quotes.

0.E.C.D., Main Economic Indicators.

M1 money supply in billions of yen.

Monthly data. Data refer to the last banking day of
the month.

0.E.C.D., Main Economic Indicators.

Trade balance (f.o.b. - c.i.f.) in billions of yen.

Monthly data.
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United Kingdom

Bond Yields

Data Source: Financial Times

Series: "British funds, Undated, War loans 3%%" in percent per
annum.

Description: Daily data.

Consumer Prices

Data Source: Department of Employment, Employment Gazette, Table 6.4.

Series: General index of retail prices, all items.
Description: Monthly index with 1974=100.
Industrial Production

Data Source: O0.E.C.D., Main Economic Indicators.

Series: Three-month local authority deposits (London money
rates) in percent per annum.

Description: Daily data.

Interest Rates (Three-Month)

Data Source: Financial Times.

Series: Three-month local authority deposits (London money
rates) in percent per annum.

Description: Daily data.

Money Supply (M1)

Data Source: O.E.C.D., Main Economic Indicators.

Series: M1 money supply in millions of pounds.

Description: Monthly data. Data refer to the third Wednesday of
the month (second in December).

Trade Ealance

Data Source: O.E.C.D., Main Economic Indicators.

Series: Trade balance (f.o.b. - c.i.f.) in millions of pounds.

Description: Monthly data.
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United States

With the exception of the trade balance statistics, all data are taken
from the Federal Reserve Board data base. Many of these series are published

in the Federal Reserve Bulletin, and all are available to the public.

Trade Balance
Data Through 1978:

Data Source: Department of Commerce, Highlights of U.S. Export and
Import Trade, Exports Table E-1; Imports Table I[-1.

Series: Domestic and foreign exports, excluding Department of
Defense shipments, in millions of  $ on a F.A.S. value
basis; General imports in millions of $ on a Customs
Valuation basis changing to a F.A.,S. basis in 1974.

Description: Monthly data.

Adjustment: 1973 statistics are adjusted to a F.A.S. value basis
using the 1974 average ratio of Customs Valuation to
F.A.S. value.

1979-1980 Data:

Data Source: Department of Commerce, Summary of U.S. Export and Import
Merchandise Trade, December 1980 (advance statistics
for Highlights of U.S. Export and Import Trade), Exports
Table 3; Imports Table 5. ‘

Series: - Total domestic exports, excluding Department of Defense
grant-aid, in millions of $ on a F.A.S. value basis;
General imports in millions of $ on a F.A.S. value basis.

Description: Monthly data.

THE TRADE-WEIGHTED DATA SET

The weights utilized to determine the trade-weighted statistics are as follows:

Foreign Currency Multilateral Weight
German mark ...eecees.e .208
Japanese yen ....eece.. .136
French franc .......... .131
United Kingdom pound .. .119
Canadian dollar ....... .091
Italian 1ira eeeeeceeees .090
Netherlands guilder ... .083
Belgian franc .....c... .064
Swedish Krona ......... .042
Swiss franc ceeevececes .036

Sum,.'.........-..---. 1'000
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These weights represent each country's share of the total trade (measured
by the sum of imports plus exports) of all ten countries in the period
1972 through 1976. For further discussion of trade-weight determination
consuli: Peter Hooper and John Morton, 'Summary Measures of the Dollar's

Foreign Exchange Value" in the Federal Reserve Bulletin, October 1978.

The trade-weighted data set draws from the bilateral data sets for
statistics for Germany, Japan, the United Kingdom, and the United States.
The data sources for the other countries are discussed below by series.

Bond y:ilelds

France: Morgan Guarantee Trust Company, World Financial Markets.

All others: 0.E.C.D., Main Economic Indicators.

Consumer Prices

Belgium: Banque Nationale de Belgique, Bulletin.
Canada: Statistics Canada, The Consumer Price Index.

L
France: Institut National de la Statistique et des Etudes

conomiques, Bulletin Mensuel de Statistique.

Italy: Istituto Centrale di Statistica, Bolletino Mensile
di Statistica.

Netherlands: Central Bureau Voor de Statistiek, Maandschirift.

Sweden: Statistiska Centralbyrgn, Allman M8nadsstatistik.

Switzerland: Banque Nationale Suisse, Bulletin Mensuel.

Industrial Production

- All: 0.E.C.D., Main Economic Indicators.
Money Supply (M1)
Belgium: Banque Nationale de Belgique, Bulletin.

Netherlands: Central Bureau Voor de Statistiek, Maandschrift.

All others: 0.E.C.D., Main Economic Indicators.
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Appendix III

In this appendix we test the joint exogeneity specification of the
Frankel (1979) exchange rate model. In this model the logarithm of relative
money supplies ﬁ(t), the logarithm of relative national incomes ;(t), and
the long term interest differential i(t) are assumed to be exogenous with
respect to the logarithm of the exchange rate s(t) and the short term
interest differential f(t). All variables are described in more detail in
Appendix II.jgy

As is well known, the failure of s(t) and ;(t) to Granger cause ﬁ(t),
§(t), and i(t) is a necessary but not a sufficient condition for the above
exogeneity assumptions to hold, since we cannot test simultaneous causality.
Thus, failure to reject the exogeneity specification is not decisive.

The statistical methodology for this test is provided by Geweke (1978).
Sampling experiments reported in Geweke, Meese, and Dent (1981) suggest
that a "Granger type test'" will provide accurate type I errors when the null
hypothesis is true and accurate type II errors when it is not true. 1In a

Granger test of the null hypothesis that s(t) and r(t) do not Granger cause

ﬁ(t), y(t), and i(t), the regression equations have the following form:

. M M N M
m(t) = Ia (Pmt-3)+ I 3@y -3+ Iy @Iice -3
j=1 j=1 j=1
N N
+ 2 0,(3)s(e - 3) + T e (IT(E - J) + eq(b)
j=1 j=1

There are two additional regression equations with §(t) and i(t) as

(D
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regressands, and the same set of RHS variables. The usual assumptions

of the nmultivariate regression model apply to the (3xl1) vector of disturbances

()" = (e,(8), ey(t), e5(1)).

For the reasons discussed in Geweke (1978), p. 178, we choose the
lag on the hypothesized exogenous variables M to be 8 and the lag on the
endogenous variables N to be 2. We report the likelihood ratio statistics
for the test that ei(j) and @i(j) are jointiy zero, j=1, ..., N and i=1,2,3.
Following Sims (1980), we correct the test statistic for degrees of freedom

to avoid a bias in favor of rejection of the null hypothesis that s(t)

and r(t) fail to Granger cause m(t), y(t) and i(t). All data were seasonally

adjustec by‘the method described in Sims (1974a). There are 87 observations
on the cependent variable. Results are organized by country in following
table.

The individualbequation F statistics are tests of the hypothesis that
ei(j) = 0 and ¢i(j)'= 0, j=1, ... N, iﬁ équation i. As testé of only part
of the overall exogeneity specification, these statistics should be regarded

as only descriptive.

Based on the x2

statistics for the overall test, there is strong
evidence that the joint exogeneity specification of the Frankel model is

inapprorriate for the dollar/mark and dollar/yen exchange rates.
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Table A

Specification of the Frankel (1979) Model

jstatistic $/DM $/8 $/Yen
{Overall test of the

exogeneity specification, 27.92%% . 13.74 22.59%
x* (12)

.}Individual m(t) 3.4722% 2.127 1.998
Equations y(t) 0.682 .9642 2.717%
¥(4,58) -

i(t) - 4 ,.155%% . .5286 3.206%

W

*%

denotes significance at 5% level

denotes significance at 1% level
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Footnotes

1/ Cornell (1977), Mussa (1979) and Frenkel (1981) have noted that exchange
rate changes are largely unpredictable. Mussa (p.10) states that; "“The natural
logarithm of the spot exchange rate follows approximately a random walk." The
present study systematically confirms this "stylized fact." Another point
Mussa makes and the results of this study support, is that the limited serial
correlation found in the exchange rates by in-sample tests is likely to be
unstable over time.

2/ The trade-weighted dollar is a weighted average of U.S. dollar exchange
rates with the Group of Ten countries plus Switzerland. (See Appendix II).

3/ The relative performance of the forward rate bears on issues such as market
efficiency and the existence of an exchange rate risk premium.

4/ See Bilson (1978), (1979), Frenkel (1976), Mussa (1976), Dornbusch (1976),
Frankel (1979), and Hooper and Morton (1980).

5/ Hooper and Morton assume that changes in the level of the current account
are unanticipated.

g/ Frankel (1980) presents a similar empirical model, where the cumulated
current accounts of both countries enter because of wealth terms in the

money demand equation. Branson, Halttunen and Masson (1979) also include

the cumulated current accounts in empirical exchange rate equations. Their
justification derives from the assumption of imperfect asset substitutability.

7/ See for example, Frankel (1979), (1980), or Hooper and Morton (1980).

8/ Similiar observations have been made by Hodrick (1979). Driskill and
Sheffrin (1981) estimate and test the Frankel (1979) model imposing rational
expectations. When they assume simple exogenous processes for relative
incomes and money supplies and account for the endogeneity of the short

term interest differential, they find little support for the Frankel (1979)
model. Frankel (1981) has updated and re-estimated his model taking into
consideration the criticisms of Hodrick (1979), Driskill and Sheffrin (1981),
and Haynes and Stone (1980). The latter authors argue against a specification
of equation (1) where variables enter in relative (domestic to foreign)

terms rather than separately. Despite the new work on the Dornbusch~Frankel
model, we feel that the underlying exogeneity assumptions continue to be
suspect. In addition, when we experiment with a version of equation (1)
which allows for separate coefficients on domestic and foreign money supplies
and real outputs there is no gain in predictive accuracy over the versions

of equation (1) we report below.

9/ For instrumental variables estimation we employ the lag one values of

a subset of RHS variables in (1) as instruments. This may be inadequate

since the presence 6f autocorrelation in the disturbance is a reasonable
possibility. While it is still possible to estimate a simultaneous equation
model in the presence of autocorrelated errors, the maintained hypothesis
must include (1) a known form of the serial correlation, and (2) the correct
endogenous/exogenous variable dichotomy. Since neither’of these conditions
are likely to be known a priori, we include in our study a vector autoregression
of exchange rates, relative interest rates, relative price levels, and the
U.S. trade balance. In such a model, no variables are assumed to be exogenous
a priori.

A
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10/ Other authors have noted similiar results for models estimated by
both OLS and instrumental variables techniques. It has been found that
OLS is more robust against specification errors than many instrumental
variables techniques (Maddala (1977) p. 231), and that predictions from models

estimated by OLS compare favorably with those from models estimated wi.th
simultaneous equations methods.

11/ When the coefficients of the monetary model are constrained to the

midpoint of the ranges given in (2), root mean square errors of forecasts
increase by more than tenfold.

12/ The order of the autoregression is N/log N, where N is the sample size.
(rounded down to the nearest integer) A 'deterministic rule such as this has
been employed in spectral estimation (Hannan (1970), Chapter 5), and has
been applied to distributed lag models by Sims (1974b). The advantage of
this procedure is that it ensures consistent parameter estimates when the
lag length is finite, but unknown.

13/ The Schwarz (1978) criterion provides a consistent estimate of lag length,
while the Akaike criterion was designed to minimize mean square prediction errors
of the dependent variable. The relative merits of these procedures are

discussed in Amemiya (1980) and Geweke and Meese (1981).

14/ We used a geometric sequence with weight .95. This was an arbitrary
choice.

15/ Cornell (1977) suggests that exchange rates may be characterized as
‘diffusion processes with drift. However, the random walk model with drift
model does not forecast as well as the straight random walk with drift

the case of the dollar/pound exchange rate. There, however, the 1mplovement
is marginal. For the sake of completeness, we have included the statistics
for the random walk with drift model in Appendix I.

16/ This procedure is described in Parzen (1975). Lag length n is chosen
to minimize the quantity

Dol -l
trace[4/T Z VJ -V, ], n =1, ...M,

where T is sample size, M is the maximal lag considered, and V. is .an
estimate of the contemporaneous covariance matrix of disturbances for the
model with j lags. 1In our study, the VAR lag lengths selected for the

dollar/mark, dollar/pound, dollar/yen and trade-weighted dollar agxe 6, 1, 2
and 6 respectively.

17/ We experimented with two different seasonal adjustment procedures.

One method uses seasonal dummy variables. The other uses Sims' (1974a)
method which explicitly allows the seasonal parameterization to expand with
sample size. As the results of our experiment are robust to the choice
between these two techniques, we only report the results for the more
conventional dummy variables procedure.

18/ This is especially true when not all the variables are seasonally
adjusted by the same method. See Sims (1974a,b) for a further discussion.



46—

19/ This observation has been made by Working (1960). The serial correlation
arises whether or not the monthly averages overlap. Despite this consideration,
the results of section IV indicate that the random walk model is still a good
predictor of the monthly average trade-weighted dollar.

20/ These forecast horizons are chosen to correspond to the available
forward rate data.

21/ "It is likely that the bulk of observed changes in exchange rates will
be related to 'unanticipated' changes in the basic determinants of the
cxchange rate'", Mussa (1979, p. 45). An 'unanticipated' change i? a
variable is the part that is unpredictable on the basis of pasy history.
Thus our use of realized explanatory variables removes a major source of
uncertainty from the structural model predictors.

22/ Siegel (1972) notes that because 1/x is a convex function of the random
variable x, E(1/x) is not in general equal to 1/E(x). McCulloch (1975)

suggests that this problem is not important empirically, given the historical
variance of the exchange rate. Both analyses are based on an erroneous

Taylor expansion which yields E(1/x) - 1/E(x) = Var (x)/E(x)>. This expression
may be misleading because the Taylor expansion used to derive it is local,

whereas the expectations integral is global. While the above expression

is precisely correct when x follows a lognormal distribution, it can be way

off when the distribution of x is skewed. Consider the discrete probability density
function: P(x=1) = .99, P(x=.01) = .0l. Then E(1l/x) - 1/E(x) = 1.99 - 1.01 = .98.
However y%%i%% = .01l." The order of magnitude of the Jensen's inequality

term is more likely to be large in data sets where an outside chance of a

major intervention is incorporated into expectatioms.

23/ Let k=1, 3, 6, 12 denote the forecast step, N the total number of
forecasts in the projection period for which the actual value A(t) is knownm,
F(t) denote the forecast value, and let forecasting begin in period (t+1).
Define

N-1
Mean error = I (F(t +s + k) - A(t +s + k))/Nk

s=0 '

N~-1
Mean absolute error = I l F(t + s+ k) - A(t + s + k) I/Nk
s=0 '
‘ lel 2 1
Root mean square error = ( I (F(t +s + k) - A(t + s + k)) /Nk)
s=0

24/ Coasider two forecast errors el(t) and e2(t) from ?odels (1) and (2).
Consider the pair of random variables r(t) = (el(t) + e (t)) and s(t) =

(el(v) - e2(t)). The covariance of r(t) and s(t) is the difference - _

var(el(t)) - var(e2(t)) given the assumption of unbiased forecasts. The

forecast errors have equal variance if and only if r(t) and s(t) are uncorrelated.
This test of zero correlation can be based on the sample correlation

coefficient of r(t) and s(t), see'Granger and Newbold (1977, p. 281) for
further detail.

25/ The moving average process arises in the same manner as the one discussed
in Hansen and Hodrick (1980a).
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26/ A number of recent authors including Bilson (1980), Cumby and Obstfeld
(1980), Geweke and Feige (1979), Hakkio (1980), Hansen and Hodrick (1980a, b),
Meese and Singleton (1980), and Tryon (1979) have found evidence of the
divergence of forward rates from expected future spot rates over the recent
floating rate period. Bilson (1980), however, is the only author who uses

an out-of-sample testing methodology. Although his model is not included

in the results reported in Tables I-III, it too failed to outperform the

random walk model at one month horizons.

27/ Litterman (1979), in an extensive study of VAR models, finds similar
results. There, VAR procedures improve relative to structural or univariate
time series models as the forecast horizon increases.

28/ Even if one combination of two forecasters had consistently and significantly
beaten the random walk model, the results would not be decisive. We would
still need an on ex—ante basis for choosing which two forecasters to combine.

29/ Frankel (1979), uses the long-term interest differential as one exogenous
proxy for the long-run inflation differential. He also treats the short-

term interest differential as an exogenous variable. We base our specification
on the rational expectations version of his model, where the short-term
interest differential is unambiguously an endogenous variable.
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