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ABSTRACT

Even though pieces of empirical evidence individually may corroborate an economic
theory, their joint existence may refute that same theory. We discuss examples concerning
testing for omitted variables, simultaneity, and rational expectations in the context of
general-to-simple versus simple-to-general modeling. The proposition in the first sentence

strongly favors the building of empirical models which are consistent with all available

evidence.
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1. Introduction

Often an economic theory is not tested directly. Rather, empirical evidence is
presented as corroborating (or being consistent with) a given theory. Sometimes a single
piece of evidence is sufficient to refute a theory (or at least its empirical implementation):
e.g., over-identifying restrictions are rejected or coefficient estimates are of the wrong sign.
However, the implications of a set of evidence can be subtler. Several pieces of empirical
evidence may be presented, each of which corroborates a theory, but the Jjoint presence of
those very pieces may refute that same theory.2 This proposition, while surprising at first
sight, is more obvious upon closer examination; and it has substantive implications for
econometric modeling.

Section 2 states and proves the applicable theorem; Sections 3—5 apply that theorem
to three areas: omitted variables, simultaneity, and (relatedly) expectations-based models.
The theorem (and so the examples) argue for the importance of accounting for a wide
variety of evidence (via the encompassing principle) and of accounting for the evidence as o

whole (congruency).3 Despite their importance, issues of statistical inference from finite

IThe first author is a staff economist in the International Finance Division, Federal Reserve
Board. The second author is Professor of Economics at Nuffield College, Oxford, England,
and Visiting Research Professor at the Institute of Statistics and Decision Sciences, Duke
University, Durham, North Carolina. This paper represents the views of the authors and
should not be interpreted as reflecting those of the Board of Governors of the Federal
Reserve System or other members of its staff. This research was supported in part by UK
E.S.R.C. grant R231184. We are grateful for helpful comments from and discussions with
Julia Campos, Frank Diebold, Eric Leeper, Jaime Marquez, Doug McManus, and Adrian
Neale.

2We make no claim to the originality of this proposition, and in fact it appears well-known
in the natural sciences; cf. footnote 5. Our interest is in its applications to applied
econometrics and so in its implications for econometric methodology.

See Mizon and Richard (1986) on encompassing and Hendry and Richard (1982) on
congruence. For detailed discussions of the role of corroboration in a progressive research
stragegy, see Popper (1959, Section 82), Lakatos (1970), Boland (1982, ch. 1), and White
(1988, ch. 11).



samples are ignored in order to facilitate focusing on the logical implications of evidence,

given the evidence itself.

2. A Statement of the Theorem

The theorem and proof are so simple as to hardly require formalization: the
importance of the theorem lies in its interpretation rather than in the theorem itself. Even
so, the formalization clarifies what assumptions are necessary for its application, and what
the logical properties of the theorem are (e.g., one of existence rather than inevitability).
For ease of exposition, both theories and evidence on theories are viewed as restrictions on
(and hence sets in) some observation space.

Consider two theories, A and B, and n pieces of evidence, {Wj, i=1,...,n}, all
interpreted as sets. The relationship between theories and evidence is of interest, so let the
operator €. denote "is consistent with" or equivalently "is corroborated by". Thus,
A €. Wi ("theory A is corroborated by the evidence W;") means logically that a subset of
theory A lies in the evidence set Wi, or mathematically that the intersection of the sets W;

and A is not empty.

An Eristence Theorem. Suppose that, for the n sets {Wj, i=1,...,n},
(a) their intersection W* = (n; W;) is not the empty set, and further that

(b) W* is a proper subset of each of the W;. Then there exist non-empty sets
A and B such that: '

A €. Wi (i=1,...,n) , (1)

B e Wi (i=1,..n), (ii)
but

A e W¥ (iii)
and

B ¢ W* . (:iV)

Proof. The proof follows straightforwardly, and by construction.
First, for all W;, let B intersect the part of W; not included in the
intersection W*. (The set A may do so as well.) This is feasible because
(Wi \ W*) #0 Vi (ie, for all i, there are elements in W; not in W*).
Second, let A (but not B) intersect the intersection W*. This is feasible
because W* is non-empty. By the definitions of the operator €. and of W*,
A and B satisfy (i)—(iv). QED
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Figure 1. An illustration of the existence theorem for two pieces of evidence (n=2).



Individually, the Wy’s corroborate both theories A and B; but observing all the Wy’s
reduces the range of feasible theories, and that range may not include one (or conceivably
either) of the theories. Thus, the joint observation of the Wyis may corroborate A and
refute B.4 Figure 1 illustrates the theorem for n=2.

The two assumptions serve to exclude trivial solutions. Assumption (a) means that
there are theories which are non-empty and which are consistent with all the evidence.
Assumption (b) means that, for each Wi, at least one of the remaining W; (j#i) offers some
additional information about what theories are acceptable or not. That is, no single piece
of evidence implies all the other pieces of evidence, making them redundant. Otherwise,
only that single piece of evidence need be considered; and since the theorem is about
implications with at least two "distinct" pieces of evidence, the theorem would not apply.

A simple example serves to clarify the theorem.

Ezample 1: Evidence on a linear restriction. Suppose there are two theories A and B
about the parameters o and f such that A = {(a,f) : a+f=1} and B = {(a,8) : a+f=-1},
and the pieces of evidence on « and f are W, = {a: a >0} and W5 = {4: > 0}.
Observing either W, or Wy is corroborating evidence for the theory A, and also for theory
B. However, observing both W, and W is inconsistent with theory B (for which at least
one of @ and f# must be negative) but corroborates theory A. Figure 2 portrays the
relationship between A, B, W _, and Wi; theory B does not intersect the joint evidence
W* = W nWg but theory A does. The evidence W and Wg in no way proves that theory

A is "correct"; it simply does not refute theory A. Further evidence could refute theory A

as well (e.g., Wg, = {f: §> 2}).5

4Keynes (1921) inter alia attempted to build a probability theory based upon sequential
corroboration, but by most accounts failed because of David Hume’s "problem of
induction"; cf. Boland (1982). Our theorem illustrates why such a theory is not feasible.

SPopper (1959, Appendix +IX, {5) discusses a related (essentially inverted) example. In
particle physics, Shimony (1988) considers two observations on parallel photons. Each
observation is consistent both with quantum theory and with local hidden-variables models.
Jointly they refute every local hidden-variables model, but corroborate quantum theory.
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Figure 2. The relationship between W, Wg, W*, and the theories A and B
(Example 1: evidence on a linear restriction).



3. An Application to Testing for Omitted Variables

Because model evaluation (in the form of diagnostic tests) assesses the validity of
ignoring certain information in a given model, the problem identified in Section 2 can arise
when diagnostic tests are implemented against specific alternatives (and hence specific
information sets) and not also against the general alternative which imbeds the specific
alternatives.® Often, these information sets can be expressed in terms of data, so we
consider the situation in which more than one variable is omitted but diagnostic tests are
performed for only individual omitted variables. Cf. Hendry and Mizon (1978) for an
analysis in the context of autocorrelated residuals, and Hendry (1987) for a taxonomy of
test statistics according to the information sets which generate them.

Ezample 2: Evidence on conditional means. Suppose that the data generation
process is:

y, = X *+ Blxgy %qy) + 1y u, o NID(0,02) , (3.1)
where, for simplicity, each X5 is normally and independently distributed with zero mean
and finite variance and is independent of uy and the other Xy, 8- The econometrician posits
the following instead of (3.1):

Vi = Py TV v, ~ NID(0,w?) , (3.2)
and tests for the significance of each of Xot and xq, in determining the conditional mean of
Yy Neither xo, nor x4, individually influence the conditional mean of ¥y

E(ytl[xlt,xit]) = 0xy, i=2,3, (3.3)
so no tests based on either Xg4 O Xgy Can provide evidence of either being important in
explaining the conditional mean of Yy However, the conditional mean of Yy given all the

x;,’s is not that given in (3.3), but:

6This modus operandi is one aspect of simple-to-general modeling, a procedure whereby an
empirical model is specified, "specific" diagnostic tests are run on the model, and
corrections to the model are made in light of those tests. By contrast, in general-to-simple
modeling, each model is a simplification of the general (maintained) model, so tests of the
validity of the implied reduction are always against the common (and joint) information set
defined by the general model.



Blyplbeypxgpxayl) = oxqy + Blxgyrxz) - (3-4)
Thus, the information contained in Xo; and xg, jointly (W*) can refute the hypothesis that
Vi depends upon X1 alone (theory B), whereas the information in either Xgi OF Xg alone
(W;and Wy) cannot. Figure 1 (also used above) portrays this relationship between theory
and evidence.

Davidson, Hendry, Srba, and Yeo’s (1978) empirical model of consumers’
expenditure in the UK illustrates Example 2. For their model, they show that liquidity is
an insignificant determinant of expenditure, maintaining a restriction of long-run unit
homogeneity on income. Separately, they show that the restriction of long-run unit
homogeneity on income is not rejected when liquidity is excluded. However, Hendry and
von Ungern-Sternberg (1981) find that the liquidity-to-income ratio is a determinant in a
more general model, so showing the importance of examining evidence on income and

liquidity jointly rather than just separately.

4 An Application to Testing for Simultaneity

In the standard simultaneous equations framework, estimation by ordinary least-
squares is inconsistent, and the degree of inconsistency depends upon the inter-correlations
of the equations’ disturbances and on the process determining the included endogenous
variables. These features of simultaneous equations entail that several sorts of evidence can
be helpful in determining whether simultaneity bias actually exists.

Ezample 3: Evidence on simultaneity. Consider the following system of equations for
a single variable y, (defining the equation of interest) and a vector of variables x,. Unless
otherwise indicated, bold characters are vectors (lower case) or matrices (upper case); lower
case non-bold characters are scalars.

Vo =%t og (4.1)

x, = Ilz; + v, (4.2)
The parameter of interest is f, E(ztvé):O, E(ztet)zo, and II#0. The first expectation

defines II as the matrix of reduced form coefficients for Xy; the second expectation, along



with II#0, ensures that z is a valid set of instruments for estimating f. Trivially, the
instrumental variables (here, 2SLS) estimator is consistent:

§ = plim By = B, (4.3)
provided HE(ztz,’c)H’ is non-singular (i.e., there are enough valid non-redundant

instruments). The least-squares estimator of # may or may not be consistent, depending

upon the covariance between \ and e

v = plim B = B + [E(xx{)]1-E(xe,)
= f + [IMgIl' + %] t-Bve , (4.4)

where MZZ:E(th'/c)’ SW=E(vtv,’G), and Eve=E(vtet); see Bronfenbrenner (1953).
Hausman’s test statistic compares ﬂIV and ﬂLS to see whether they are equal (and hence
whether ¥ye=0), and so whether there is any simultaneity bias with least squares.
However, additional evidence may exist on whether or not simultaneity is an issue.

Equation (4.2) is a "reduced form" for x;, 50 Il and %y may well be non-constant
over time, being (potentially) complicated functions of economic, policy, and institutional
parameters. To the extent that I and/or Y, change, v also will change if simultaneity
bias exists. To link this to the issue of corroboration, the evidence on the constancy of
various parameters is categorized as follows.

Wy vis constant.

W,y §1is constant.

W3 II and/or Yy are non-constant.
The theories of interest are:

A: Yy and x, are not simultaneously determined (%ye=0), and

B: Vi and X, are simultaneously determined (%y¢#0).
For both theories, f is the parameter of interest and is assumed constant throughout.

The W;j individually corroborate both theories. For theory A, W, is a necessary
condition, W, is implied by W, and the validity of the instruments z, and W3 is irrelevant.
For theory B, W, is implied by the constancy of §, W3 does not violate any assumptions of

B, and W, could occur if (e.g.) (yt’ X, Z‘E) were jointly stationary. In the last instance,
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FEvidence

W; = {vis constant.}
W, = {dis constant.}
W3 = {Il and/or %, are non-constant.}

&' (WonW3) \ Wy (The Lucas critique is confirmed.)
WinWon W, (The Lucas critique is refuted.)

Theories
A = {y and X, are not simultaneously determined (Zye=0).}
B = {yt and x; are simultaneously determined (Ey#0).}

Figure 3. The relationship between Wy, W, W3, W*, and specific A and B

(Example 3: evidence on simultaneity).



estimation (whether OLS or IV) wculd generate conctant coeificients, regardless of which
variables were included or excluded, because both estimators are functions of the sample
data moments (which converge to respective population moments), and the population
moments are constant. Thus, with (yt’ x,;, z,g) jointly ctationary, both Wy and W follow
(but W3 cannot).

The implications of joint occurrences of the Wi follow straightferwardly. Either
(W, n Wy) or (Wyn W3) corroborates B.  However, if (W2 N W3) occurs, then B implies
that W, cannot occur, i.e., OLS is inconsistent and its inconsistency varies as II and Xyy
vary.?” Thus, W;, W,, and W3 jointly refute B whereas individually they corroborate it.
Conversely, (W;n Wy n Wj) corroborates A. Thus, the constancy or otherwise of the
parameters in (4.1)—(4.2) can have implications for whether or not, as a logical issue, y,
and X, could have been generated simultaneously. Figure 3 illustrates Example 3 (and 4a).

A simple illustration of Example 3 helps clarify what is happening.

Ezample 8 : Evidence on simultaneity with an AR(1) T, process. Suppose that x, is
a univariate AR(1) process:

X, = ™X_1 vy v, ~ NI(0,0vv) , (4.2a)
where 0<|7|<1. If z=x, ;, (4.4) becomes:

v = B + (1-72)-(ove/ovv) - (4.4a)
If ovet0 and 7 and/or oyy change, then v changes and so W; would not be the case.
Conversely, if 7 remains constant in spite of 7 and/or oyy changing, then ove=0 and there

is no simultaneity.

5. Applications to Testing Feedback versus Feedforward Models

The final set of illustrations turns on Hendry’s (1988) proposal for testing feedback
(conditional) versus feedforward (expectations-based) models by applying the encompassing
principle to evidence on the constancy or otherwise of the conditional model and of the

marginal process for the conditioning variables. We begin by interpreting a process with

TThere is a set of variations in IT and ¥y such that their effects just cancel each other. We
ignore this set because it is of measure zero.



expectations as being part of a simultancous cquations system, in which case the formulae
in Section 4 for the incomsictency ¢f QLS epply. Examples vii*L the univariate AR(1) X,
process motivate and clarify the more gencza! propocition.

Ezample 4: FEvidence on ezpcctaiionc. The feedforward framework can be
characterized in the following manner. Agents make decisiors about a variable y; in light
of their expectations about future values of some strictly exogenous variables X and about

future values cf Yy itself. Expectations are formed, conditional upon an information set

(dencted w;_1) which typically includes lagged values of r, end y,.

MB

S 2Bz, ) (5.1)

ko=1, the X;’s and the remaining ki’s are the "deep" parameters of the agents’ behavior (or

m
(1w ) =

direct functions of them), and typically E(ytlwt_l)sy i+ For illustrative purposes, we have
assumed linearity, but the issves raised also aprly to nonlinear models involving
expectations. By repeated substitutior of (5.1) into itself, the conditional expectation of Vi

can be expressed in terms of the expactations of the x %4 .’s 2lone:

o
Elyglwyg) = B 0B 1w ) (5.2)
03]
where é; depends upon {A;,x;} and _Eoﬁ’i is finite. For completeness (and, e.g., estimation),
i=
it is necessary to specify the process for Xy, which is:
E(xtlwt—l) = Ix_, , (5.3)
noting the strict exogeneity of x, and again assuming linearity.8 Equations (5.2) and (5.3)

can be written in "model form" as:

v, = 26’ (t+1|v' )t € E(e,-w,_,)=0 (5.4)

X = th—l + v, E(v,-x{_;)=0. (5.5)

t
Equation (5.5) parallels the reduced form for x, in (4.2) with z =X, ;- As noted above,

the expectation of y; in (5.2) and its realization frequently are taken to be the same; but

8If x; depends upon several of its own lags, rather than Jjust one, that dependence can be
rewritten as (5.3) by "stacking" the lags and redefining x;.



we allow possible discrepancies through non-—zero ¢,. For expositional convenience, we

¢
assume (et,vt) is independently and identically distributed, normal.

Historically, many macro-econometric equations have been estimated by ordinary
least-squares and with actual values of X, rather than expectations of its current and future
values, thus assuming that it is valid to condition on x, itself and that future expectations
are unimportant. That implies a conditional model (i.e., conditional on observed xt):

y, = Tx + oy, E(v,-x,)=0 , (5.6)
where < is the parameter of interest. However, assuming (5.4) and (5.5), 7 is a derived
parameter and is a complicated function of {&} and II. To express y; in (5.4) explicitly in
terms of the observed X, requires two steps: repeated substitution of (5.5) into itself to
obtain E(xt+i|wt_1) = IEE(x |w,_;) = IIi(x;—v,), and then direct solution of (5.4):
o) o

vy = (i{]O&’iHI)-xt + e — (igoﬁ’iﬂl)-vt] , (5.7)
assuming that x, is stationary. With (5.5), this representation parallels (4.1)--(4.2), in
which # = 5611, e, = [¢,~(276;111)-v,], and z, = x, ;. Thus, (4.4) is appropriate for
calculating the value to which the least-squares estimator of the coefficient on x, in (5.6)

t
converges.

w8

e G ¢ Dha -
)19

RUGEH) (53)
Myy = E(xt]% = (I—H®H)'1ng, ¢ is the column vectoring operator, and ® is the

corresponding Kronecker product.® The coefficient « is constant if II, Yyy, X, and the §;’s

ve)

are. However, as changes occur in the process generating X, (e.g., II varies over time), 7

also will change and the conditional model (5.6) will "break down". The Lucas critique

9If (5.1) were a nonlinear rather than a linear difference equation in expectations, then (5.8)
would include an approximation error due to the linearization of that difference equation by
§5.2). The least-squares estimator for (5.6) still would have a probability limit similar in
orm to < in (5.8), but with an additional term introduced by the approximation error; cf.
White (1980). Likewise, the conditional expectation for x; in (5.3) might be nonlinear, in
which case (5.5) with II would be the least-squares approximation to that nonlinear
function. Such nonlinearities per se could not induce non-constancy in either v or II
although, in finite samples, apparent non-constancy might be detected if (e.g.) x; were very
slowly changing (e.g., very autoregressive). Additional data would clarify that there was
constancy.
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applies, and (5.6) fails to isolate the 67’s (and so the underlying structural parameters); cf.
Lucas (1976). Equation (5.1) (and so (5.4)) remains constant in spite of (5.5) evolving.
Conversely, if 7 is constant in spite of changes in the process for x » ¥y could not have been
generated by (5.1) with constant "deep" parameters. In this case, the Lucas critique is
"refuted". That is, because of (5.8), (5.1) is inconsistent with the observations that 7 is
constant and that II and/or % have changed.

To relate this to Sections 2 and 4, the evidence is categorized as follows.

Wi 7is constant.

W2 {);} and {«i} (and so {4,}) are constant.

W3 IT and/or ¥y, are non-constant.
The theories of interest are:

A: ¥y is determined conditional upon Xy, and

B: ¥ is determined via expectations of future y; and of current and future X,.
Unlike Section 4, the parameters of interest for the two hypotheses generally are not the
same, being 7 for one and the deep structural parameters for the other. However, under
each hypothesis, the corresponding parameters of interest generally are claimed to be
invariant to changes in the distribution of X, (e.g., changes in policy rules); otherwise, the
model would not be valid for two main purposes, forecasting and policy simulation, nor
would the parameters have an "economic" interpretation.

Given (5.7) and with the choice of {Wi}, the discussion of corroboration and

refutation for simultaneity applies to the expectations model, with one difference: in general

Wi does not imply Wj, so (W;nW3) need not intersect W,.10 The following examples

For example, suppose the conditional model is correct (with constant v (W;)) and x; is
univariate AR(1):

Yt = MX¢ + v
Xt = TXt-1 + V¢,
but that an expectations model is estimated with the expectations of a single future x;:

yt = rE(Xt+ert—1) + € , L .
where wi_y = x¢.;. In that case, E(xq.|wioy) = m(xt—vt), so substitution gives:

yo = (7 )E(xear| We-g) + (v + ve)” .
Thus, 6 = 7T because E([vi+vi]|wi-1) = 0, so & changes as 7 changes. Further, if 7
changes (W3) and 6; is constant (W5), then r=0. That exception is Example 4a.
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illustrate the implications for special cases of (5.4) and (5.5), namely, when only certain é;
are non-zero and when x, is univariate AR(1).

Ezample 4a: Evidence on ezpectations with §,#0, §i=0 ¥i>0. In this case, (5.4)
simplifies to:

v, = SE(x |w,_1) + ¢ E(e,-w,_;)=0. (5.4a)
By substituting (5.5) into (5.4a), we obtain:

v, = fox, + (¢ - byv,) - (5.7a)
Thus, the expectations model defined by (5.4a) and (5.5) is equivalent to the simuitaneous
equations model (4.1)—(4.2), with e,=(¢, — &v,), z=x, ;, and f=§, From (4.4),
simultaneity bias arises in estimating 6, in (5.4a) by using realized values of x, Tather than
its expectation.

¥ o= 8 + [Mux (B — Bevby) (5.8a)
which is not 6, even if v, and ¢, are uncorrelated. See Hendry (1988) for details. With
oy=0 and x, a stationary univariate AR(1) process, (5.8a) simplifies:

v = 726 . (5.8a")
(Nb. x,_; is not a valid instrument if 7 is z€ro.)

Ezample 4b: Evidence on expectations with &+#0, 8;=0 Vitr, 4,7>0. In this case, (5.4)

simplifies to:

Vi = 6;E(xt+rlwt_l) + € E(e,-w,_;)=0, (5.4b)
and so:

y, = 6&lx, + (e, — &:1Irv,) (5.7b)
This again parallels (4.1), so the coefficient defined by E(yt |xt) is:

T = ()6 + (Ml [, — Be(I)16) (5.8)
With ¢, =0 and a stationary univariate AR(1) process for x;:

yo= a2 . (5.8b")

Figure 4 portrays Example 4 in general, and 4b for 1>0. Table 1 summarizes the formulae

for 7 as a function of the (simultaneous or expectations-based) process generating the data.
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Evidence

W, = {7is constant.}

Wy = {{Ai} and {xi} (and so {4;}) are constant.}

W3 = {II and/or X,y are non—constant.}

N (W20 W3) \ Wy (The Lucas critique is confirmed.)

A Winw, (The Lucas critique is refuted.)
Theories

A = {y, is determined conditional upon x,.}

B = {yt is determined via expectations of future y, and

of current and future x;.}

Figure 4. The relationship between W1, Wi, W3, and specific A and B
(Example 4: evidence on expectations).
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Table 1: Formulae for v (= plim ﬁLS ) as a function of the data generation process.

The process generating x,2

t
Ezample vector autoregressive univariate AR(1)

Simultaneity

3 0+ [IMp,IT" + Byy]t-Eye B+ (1-72)+(ove/ oyv)
Ezpectations

@ . @ - m .

4 (igo{ﬂ’}lﬁi) + [MXX]-I'[Eve‘zvv(igo{nl}lﬁi)] 7r2i§07rl§i

430 by + [Mxx] (B -Zyvbp) 726y

4b° (I )18, + [Myx] 1 [, - Buo(T17 )16 T2

Notes:

a. The second moment matrix for x; (denoted Myx) can be expressed as [[IM,,II" + %yy],
and is equal to oyy/(1—72) when x; is univariate AR(1). For the expectations
examples with x; being univariate AR(1), o, is set to zero.

b. For Example 4a, 6,#0 and ;=0 Yi>O0.
c. For Example 4b, 6:#0 and §;=0 Vi#r, i,r>0.
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Hendry’s (1985) empirically constant conditional model of the demand for M in the
UK illustrates both Examples 3 and 4. Cuthbertson (1988) seeks to reinterpret Hendry’s
model as a reduced form of a forward-looking process for money demand. However, Hendry
(1988) establishes that the marginal expectations processes for income, prices, and the
interest rate are not constant over the sample, so Cuthbertson’s interpretation is precluded.
More generally, Nickell (1985) and Campbell and Shiller (1988) inter alic note a possible
isomorphism between conditional error-correction models and rational expectations models.
As implied by the results above, that equivalence does not hold when the marginal process
changes over time: the data can resolve the interpretation of a constant conditional model.
Cf. Hendry and Ericsson (1988) on the demand for money and Campos and Ericsson (1988)
on consumers’ expenditure for other recent empirical applications in which expectations-
based models logically could not encompass the results obtained.

Before concluding, three remarks are in order. First, complete encompassing of
conditional models by expectations models could be used instead of the "limited"
encompassing proposed by Hendry (1988). For instance, given values for 7 and 8y in
Example 4a, a prediction of v could be constructed from (5.82’) and compared with the
observed estimate of v from (5.6). Although intuitively appealing and well-founded
theoretically, such complete encompassing can prove exceedingly difficult when X, is
determined by a complicated (and unknown) process. Even so, fully efficient estimation of

the expectations model requires properly specifying that process for x,. Conditional models

"
only require estimation of the conditional equation for efficiency.
Second, and relatedly, one advantage of Hendry’s proposal for refuting the Lucas
critique is that the full process for X, in (4.2) need not be specified: identifying a subset of
the z, is sufficient. A proof appears in Hendry (1988), and the standard formula for
omitted variables bias provides the intuition. If some additional set of variables zt is

required in (4.2) to make it complete:

X

t \Illz

¢ T ‘Ilzzf +vt , (5.9)
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then the least-squares estimator of II in (4.2) is subject to omitted variables bias. By
assumption, II changes (W3). From the bias formula, it could have done so for one (or
more) of three reasons: the underlying coefficient ¥, on z, changed; the coefficient ¥, on z%‘
changed; or the correlation (@, say) between z’{ and z, changed. Because y is a function of
II, which in turn is a function of ¥y, ¥, and &, then « will change as any of ¥y, ¥,, and @
change, excepting coincidental cancellation due to equivalent variations in parameters.
Third, in practice, Wy, Wy, and Wj are not known, but the corresponding
coefficients can be tested for constancy, e.g., using Chow’s (1960) statistic in a recursive
framework or Hoffman and Pagan’s (1988) and Ghysels and Hall's (1988) statistic
(generalizing upon Chow) for the GMM estimator. Thus, actual inferences about empirical
models in light of evidence implicitly or explicitly will have varying degrees of uncertainty

associated with them.

6. Conclusions

Because a sequence of apparently confirming evidence can actually refute a theory, it
is important to examine all available evidence on an empirical model jointly rather than
simply corroborate a subset of the implications of a theory.1t Only well-tested theories that
have successfully weathered tests outside the control of their proponents and can explain
the gestalt of existing empirical evidence seem likely to provide a useful basis for applied
economic analysis and policy. That means encompassing the evidence with a congruent
empirical model. We cannot do better than cite Milton Friedman in support of this view.

It is one of our chief defects that we place all too much emphasis on the
derivation of hypotheses and all too little on testing their validity. This
distortion of emphasis is frequently unavoidable, resulting from the absence of
widely accepted and objective criteria for testing the validity of hypotheses in
the social sciences. But this is not the whole story. Because we cannot
adequately test the validity of many hypotheses, we have fallen into the habit
of not trying to test the validity of hypotheses even when we can do so. We
examine evidence, reach a conclusion, set it forth, and rest content, neither
asking ourselves what evidence might contradict our hypothesis nor seeking to
find out whether it does. Friedman (1951, p. 107)

This appears closely related to why "ordinary" encompassing is not transitive but
parsimonious encompassing is; ¢f. Hendry and Richard (1987).
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As I shall argue at greater length below, the only relevant test of the validity
of a hypothesis is comparison of its predictions with experience. The
hypothesis is rejected if its predictions are contradicted ("frequently" or more
often than predictions from an alternative hypothesis); it is accepted if its
predictions are not contradicted; great confidence is attached to it if it has
survived many opportunities for contradiction. Factual evidence can never
"prove" a hypothesis; it can only fail to disprove it, which is what we
generally mean when we say, somewhat inexactly, that the hypothesis has
been "confirmed" by experience. Friedman (1953, pp. 8—9) (italics in original)

To avoid potential apparent paradoxes such as those discussed in Sections 2-5, it seems
crucial to conduct inference within the framework of general to simple, at least implicitly so
by always testing a conjectured model against the most unrestricted model that is logically

entailed by the evidence.12

12For a similar argument, see Pagan (1987, p. 6).
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