Board of Governors of the Federal Reserve System

International Finance Discussion Papers
Number 673

July 2000

TIME-TO-BUILD, TIME-TO-PLAN,
HABIT-PERSISTENCE, AND THE LIQUIDITY EFFECT

Rochelle M. Edge

NOTE: International Finance Discussion Papers are preliminary materials circulated to stimulate
discussion and critical comment. Referencesin publicationsto International Finance Discussion Papers
(other than an acknowledgment that the writer has had access to unpublished material) should be cleared
with the author or authors. Recent IFDPs are available on the Web at www.bog.frb.fed.us.



TIME-TO-BUILD, TIME-TO-PLAN,
HABIT-PERSISTENCE, AND THE LIQUIDITY EFFECT

Rochelle M. Edge*

Abstract: The general inability of sticky-price monetary business cycle models to generate liquidity effects
has been noted in the recent literature by authors such as Christiano (1991), Christiano and Eichenbaum
(19924, 1995), King and Watson (1996), and Bernanke and Mihov (1998b). This paper develops a sticky-
price monetary business cycle model that is capable of generating an empirically plausible liquidity effect.
Time-to-build and time-to-plan in investment together with habit-persistence in consumption are the features
of the model that allow it to produce this result.

Keywords: sticky-price monetary business cycle models, time-to-build, time-to-plan, multiple capital stocks,
habit-persistence, liquidity effect.

* Mailstop 23, Federa Reserve Board, Washington DC 20551, (202) 452 2339; FAX: (202) 736-5638;
rochellem.edge@frb.gov. | thank Ben Bernanke and Michael Woodford for their advice and helpful
comments, and Jeremy Rudd and Chris Sims for comments on earlier drafts. All errors are my own. The
views in this paper are solely the responsibility of the author and should not be interpreted as reflecting the
views of the Board of Governors of the Federal Reserve System or of any other person associated with the
Federal Reserve System.



This paper develops a sticky-price monetary business cycle model that is capable of gen-
erating a liquidity effect (a decline in nominal interest rates in response to an expansionary
monetary shock).

The difficulties encountered by standard monetary business cycle models in generating
liquidity effects have been noted by several authors (for example, Christiano (1991), Chris-
tiano and Eichenbaum (1992a, 1995), King and Watson (1996), and Bernanke and Mihov
(1998b)). The general inability of these models to produce a liquidity effect significantly
detracts from the attractiveness of the monetary business cycle literature: The liquidity
effect is so fundamental to the received view of how monetary policy affects the economy
that generating such an effect should be a basic hurdle for any monetary business cycle
model to clear.

A number of monetary business cycle models have, under specific assumptions, been
able to generate the required response in nominal interest rates (see Grossman and Weiss
(1983), Rotemberg (1984), Lucas (1990), Christiano (1991), Fuerst (1992), and Christiano
and Eichenbaum (1992, 1995) for examples). These models (all of which are modified cash-
in-advance models) fall into the class of monetary business cycle models known as limited
participation models; they generate real responses to monetary policy by assuming that
unanticipated monetary injections impact differently on different agents of the model. As
a result, after a monetary expansion, certain agents in the model end up holding dispro-
portionately large money stocks relative to their steady-state share of aggregate money
holdings; this then affects the real economy through various channels.

In these limited participation models, a major source of difficulty in generating a lig-
uidity effect arises from the fact that money growth is assumed to follow an AR(1) process.
A positive monetary shock therefore leads to higher future money growth, which raises an-
ticipated inflation and puts upward pressure on nominal interest rates. As an illustration,
in models of the type used by Christiano (1991) and Christiano and Eichenbaum (1992a,
1995) demand for money balances arises from households’ holding money balances to fi-
nance nominal consumption and firms’ holding money balances to pay nominal wages. If
an x percent increase in the money supply affects both classes of agents identically, there
would be no change in the real interest rate or real economy as households would increase
their money demand by x percent (since prices increase by x percent) and firms would
increase their money demand by x percent (since nominal wages increase by x percent). If
instead the monetary injection initially only affects firms (say because households cannot
adjust their desired money balances), firms must be persuaded to hold the entire increment
to money balances, which puts downward pressure on interest rates. Of course, at the same
time there is the increase in future inflation that results from the monetary shock; this
puts upward pressure on nominal interest rates. Whether a liquidity effect results depends
on which of the two effects dominates. Naturally, mechanisms that limit agents’ ability to



absorb additional money balances tend to make a decline in interest rates more likely; the
challenge, then, for these models’ proponents is to identify and incorporate these sorts of
mechanisms.!

Generating a liquidity effect in the class of monetary business cycle models that achieves
real responses to money policy through the assumption of sticky prices and/or wages has
received somewhat less attention in the literature. Like their liquidity model counterparts,
these models also encounter difficulties in generating a liquidity effect; once again, an im-
portant source of difficulty involves the response of expected inflation to a monetary shock.
Moreover, these models typically face a second hurdle in trying to produce a liquidity effect:
The predicted response of fixed investment is often very strong—so much so that real inter-
est rates can actually rise following a monetary shock. As King (1991) and Kimball (1995)
have noted, this feature renders these models incapable of generating a liquidity effect in
their basic form. Put another way, since a positive monetary shock necessarily leads to an
increase in anticipated inflation, the only way to obtain a liquidity effect in a sticky-price
monetary business cycle model is to generate a decline in real interest rates in response to
a monetary shock that is larger than the increase in anticipated inflation.

This paper demonstrates that a liquidity effect obtains in an otherwise standard sticky-
price monetary business cycle model when assumptions are made about the economy’s
investment and consumption technologies. The assumptions for investment—that capital
takes time to build and to plan, and that investment plans are costly to change once they are
underway—act to reduce the response of investment following a monetary shock. Similarly,
the assumption of habit-persistence in consumption weakens the response of consumption to
a monetary shock while strengthening the response of saving. When combined, the weaker
response of investment and stronger response of saving force a decline in real interest rates
that exceeds the increase in anticipated inflation.

The model is developed in the first three sections of the paper. Section one constructs
the basic version of the model (with habit-persistence in consumption but without time-
to-build or time-to-plan in investment) that is unable to generate a liquidity effect for
reasonable parameter values. Section two describes how time-to-build, time-to-plan, and
ex-post investment inflexibilities are incorporated into the model, and constructs a simple
model that includes these features. Section three outlines a more detailed version of this
model that when calibrated is capable of generating a liquidity effect.

The paper does not report any results from the model with time-to-build and time-
to-plan in investment but without habit-persistence in consumption. King (1991) notes
that attempting to generate a liquidity effect by dampening the response of investment

! This overview does not really do justice to the complexity of these models; in particular, their predicted
paths for interest rates are complicated by the effect of monetary shocks on labor supply and investment.
The basic tension in these models, however, involves the interplay between the effect of anticipated inflation
on interest rates and the reduction in rates that obtains as agents reequilibrate their money holdings.



typically results in a very strong initial response of consumption; this runs contrary to what
is observed empirically. The results that obtain from the model with only time-to-build
and time-to-plan in investment provide support for King’s observation. I note also that the
model with just time-to-build and time-to-plan is capable of generating only a very modest
and short-lived liquidity effect. The inclusion of habit-persistence in consumption is thus
important inasmuch as it yields a more empirically consistent response of consumption to
a monetary shock as well as a stronger and more persistent liquidity effect.?

In order to simplify the exposition, I assume in developing the model that in the steady
state each type of capital accounts for the same share of total capital, and that spending for
multi-stage investment projects is split evenly across all the periods over which the spending
takes place. This assumption is unrealistic and is relaxed in section four, where I calibrate
the model’s steady state capital shares and investment spending profiles to match the data
as closely as possible. Section five compares the responses of the model’s key variables to
their empirical counterparts, section six discusses the robustness of the model’s results to
the calibrated parameter values, and section seven concludes.

1 The Benchmark Sticky-Price Monetary Business Cycle Model
with Habit-Persistence in Consumption

This section outlines the benchmark sticky-price monetary business cycle model with habit-
persistence in consumption around which the paper’s analysis is built. The model is de-
veloped around a discrete-time version of Kimball’s (1995) model; given his results, it is
unsurprising that this model also turns out to be incapable of generating a decline in either
the real or nominal interest rate in response to an expansionary monetary shock.

The economy is characterized by the following set of agents: a continuum of monopo-
listically competitive intermediate-goods producers, each of which hires labor and capital
to produce a differentiated product for which they set the price (so meeting demand at the
posted price);? a competitive representative final-good producing firm that uses all of the
differentiated intermediate goods to produce a final composite market good that is used for
consumption and investment in the economy; a representative household, who consumes
some of the final market good, supplies labor and rents capital to firms, undertakes invest-
ment in the economy’s capital stock, and holds money balances to finance its consumption
and investment transactions; and a monetary authority who sets the growth rate of the
nominal money supply.

Fuhrer (1998) also reports that adding habit-persistence to an otherwise standard specification of con-
sumer behavior noticeably improves the empirical fit of consumption.

3Slightly differentiated products are necessary in this context since they provide firms with some degree
of market power, in turn allowing them to set prices that differ from the competitive market-clearing level.



1.1 Setup of the Model
1.1.1 Consumers

The household sector of the economy is characterized by an infinitely lived representative
household with preferences defined over effective consumption C; (which I describe in the
next section), “habit” Gy, and total hours worked H;:

Us = Eo {iﬂt [m(ci — G- <1—is> (Ht)1+3] } (1)

where 8 and s denote the consumer’s discount factor and the inverse of its elasticity of
intertemporal labor substitution.* The variable Gy is the household’s “habit,” which evolves

according to:

Gi = hGi—1 +0Ci_1. (2)

where h and b are parameters in the habit-formation process.
The household’s flow budget constraint is given by:

By < Ry_1Bi_ 1 +wiHy + pf‘KtA + profits; — Ty — PyCy — PtIf (3)

where B; denotes the household’s end-of-period ¢ holdings of nominal bonds; Ry is the gross
nominal interest rate in period ¢; K/* denotes the household’s holdings of type-A capital at
the start of period ¢; w; and p{! are the nominal wage and rental rate for type-A capital; T} is
the net nominal government transfer to the household; I} is effective investment in type-A
capital; and Py is the effective price of output (again, I postpone discussion of “effective”
quantities and prices until the next section).’?

The household owns the economy’s capital stock, which in the benchmark model is

defined to be a single type of factor that takes only one period to be put in place:

IA
K& =1 - 8K+ KT <KL£4> ) (4)
I

Here § is the rate of depreciation and K{*.J <F describes the adjustment costs for changing
t

the capital stock. Following Hayashi (1982), the function J(.) is assumed to have the
properties J (§) = 6, J' (6) =1, and J” (§) < 0. Note that the capital stock for any period
is known with certainty in the preceding period.

The household chooses {Ct, K{‘_‘H, Ht}:io to maximize its utility (equation (1)) subject
to its habit-formation process (equation (2)), its budget constraint (equation (3)), and the

*Here and throughout the paper, boldface variable names denote effective quantities.
°The economy’s capital stock is called type-A capital for reasons that will become obvious when the more
detailed versions of the model are presented in subsequent sections.



evolution of the capital stock (equation (4)). This yields the following first-order conditions
for the household:

R
1 1 My P Rt+1>
(Ct — Gy) BE; <Ct+1 — Gt+1> <(h+b) * <11'%Iii; h) (Ht+2 )]
R
_32 1 o, P (Rt—i-l)
w00 () (2)
(5)
) (1N 1 (Hi)
wi <Ct - Gt) JEm B [Ct—s—l - Gt+1] OhE { Wit } ©
R (KA _
N —ﬁj ! <<[é—?> -1 _‘5)> + Py (7)

(K v (KA KA
() () ) )

where w; = §-, py = 1’;—2, and Il = Plg—jl (note that I use tildes to denote real values).
The first-order conditions have the standard interpretations.%

1.1.2 Effective Consumption and Investment

Effective consumption is defined as a combination of actual consumption Cy (which com-
prises the goods bought for consumption by the household) together with the real money
balances that are used for buying these consumption goods MTZC. Note that because nomi-
nal money balances (M'tc) are used towards the purchase of these goods, the relevant price
deflator is the price of the final good (P;). Effective investment in type-A capital is defined
similarly.

I assume a CES aggregator function:

S T ©

where X = C or I4. The parameters (€ (—o0,1]) and a (€ [0,1]) determine the im-
portance of real money balances in generating effective consumption (type-A investment)

®Equation (5) is the intertemporal IS equation, equation (6) gives the household’s labor supply, and
equation (7) defines the household’s supply of capital in the following period.



flows from actual consumption (type-A investment). Equation (8) has the interpretation
that larger money balances allow the household to shop with greater precision so that it
effectively consumes (invests) more goods from those that it actually purchases.

The household’s optimization problem separates into a dynamic component, which de-
termines its optimal choice of {Ct,Kt‘il,Ht}zo and, by equation (4), {If}zo, and a

C 1A
within-period static problem that determines {Ct,ItA, %‘;, %t—} . The static problem
t=0

takes the following form:

, 1Y, ,x . MFN\" 7
min BXi+ (1——= | M st. |a(Xe)"+(1—a) | —— < Xy (9)
{X.. M7} Ry Py

for X = C, I*. This implies that the price of effective consumption and investment is given

by:

_17
1 1 1\ T K
Pi=P, |aT7+(1—a)Tn 1_E (10)

and yields the following solutions for actual consumption and investment and the money

balances that are used for these purchases:

1
N s I 1 1\ "] " P, =
X =Xaln (a1 + (1 —a)t= (1 - — =X; | a—= , and (11)
Ry P,

M o 1\ T
T = X (i)

where X = C, T4,
It is also useful to note that:

MtXXl—aﬁllfﬁ 19
T (50) (- 5) 12

for X = C,I#, which can be thought of as a consumption- and investment-transactions

money demand equation. The two equations for consumption and investment can be aggre-
gated to yield a money demand equation which is expressed in terms of aggregate output.



1.1.3 Final-Good Producers

The representative final-good producing firm uses all of the differentiated intermediate goods
to produce a composite final good that is used for consumption and investment. Following
Kimball (1995), the production function Y; is defined implicitly as:

1= / 1 v <M> dz
Jo Yy
where Y (2); is the quantity of the differentiated good z that the final-good producer de-
mands. The function ¥ () satisfies ¥ (1) = 1 and is increasing and concave.”
The final-good producing firm’s problem is to choose {Y (2)¢ V z € [0,1]},2, so as to min-
imize costs given the set of prices {P(z); V z € [0,1]};2, posted by the intermediate-good
producers. The final-good producing firm’s cost-minimization problem yields a demand

function for each of the intermediate goods, defined as:
P
Y(z2), =Y, 07" <%\Iﬂ (1)) : (13)
t

The demand functions for the intermediate goods imply that the competitive price P; for
the final (actual) good is defined implicitly as:

1= ‘/0.1 v [\111’ <%’j>t\1ﬂ (1))] dz. (14)

1.1.4 Intermediate-Good Producers

The intermediate-goods sector is composed of a continuum of monopolistically competitive
firms who hire labor and rent capital competitively from the household but set the price of
their differentiated good subject to the demand curve that they face for their product.

The intermediate-good producing firms each choose {H(Z)t,KA(z)t}zo to minimize
their production costs given the following Cobb-Douglas production function:

Y(2)e = (KA(2),)" (H(2)) ™ — FC

where « is the elasticity of output with respect to capital and F'C represents a fixed cost
faced by the firm.
The firms’ cost-minimization problem yields the following set of factor demands:

H(z), = (1 - “)a (Y(2); + FC) (E—tA)a

(e Wi

"Bergin and Feenstra (1999, 2000) study persistence in the real effects of monetary shocks using a translog
aggregator function; this is a more restrictive variant of Kimball’s (1995) specification.



KA(2)y = (1 o a) T e+ FO) <%> o

and the real marginal cost function:

MC(z), = (fa)l_a (%)a (15)

~ _w <A _ ﬁ A _ MC(2), . . .1 .
where wy = £, pi" = %, and M C(z2), = —p, . Firms choose the price of their differenti-

ated good, P(z):, to maximize profits given their cost function and demand curve.

The model developed in this paper uses a specification of price stickiness due to Calvo
(1983) in order to generate real and persistent effects of monetary policy on real output.
Calvo pricing assumes that in each period a proportion (1 — ) of firms are able to change
their prices while the remaining  are constrained to charge the previous period’s price
regardless of the time elapsed since the last time they changed their price. I further assume
that when prices are reset they are done so one period in advance, which implies that the
economy-wide price level (and hence the inflation rate) is known one period in advance.

The firms’ profit-maximization problem involves choosing {P(z);},-; to maximize the
present discounted value of profits, defined as:

S A P —
Z,ykﬁk—HEt [ tJ;\k+1 <( P(z)t+1 B ]VIC(z)t+k+1> Y (rapss — FC’)}
P ¢ b1

subject to equation (13), where \; denotes the marginal utility of consumption in period t.
For firms who do change their prices in period ¢, the profit-maximization problem implicitly
defines a price P(2)¢41 of:

o) - 2)¢ 10t pkt1
SV B E, [/\t+k+1M C(2)t4kt1 (M) o 9t+k+1Y(2)t+k+1]

Pk
1=

)2*9t+k+1 (16)

Piigg1

S E s (F22) T O = 1Y |

where 6, is the time-varying elasticity of substitution, defined as:

v (i)

9 . Yitk
R T (Y@ | Y@k
Yiiw Yiirw

Economy-wide factor demand schedules are derived by integrating the individual firms’
factor demands over the unit interval:

H, = <1 ;“)a (Yt /01 Ny <%’j>t\p’ (1)) dz+FC> (%)a (17)




KA = <1 fa>1a <Yt ‘/0.1 gV (%’j)t\lﬂ (1)) dz +FC’> <%>1a. (18)

With all firms facing the same wage and rental rates, economy-wide marginal cost is equal to
the marginal cost of an individual firm, which is given by equation (15). The economy-wide
price level is determined in the final-goods market by equation (14).

1.1.5 Monetary Authority

The money supply is assumed, for the time being, to evolve according to a general ARMA(r, s)
process:

e = (Mtfl)pq (Mt72)p% (:“tfr)ﬁ; (H*)liﬁiip‘%i"iﬁi et PrEat R, (19)

where p, = A%j - is the gross growth in the nominal money supply in period ¢, p* is the

steady-state growth in the nominal money supply, d},43,...,dr,01,...,¢5 are parameters of the

ARMA (r, s) process, and ¢; represents a stochastic component of the process.®

1.1.6 Market Clearing

A final condition for the model is that of market clearing, namely, that the volume of actual

consumption and actual investment undertaken be equal to the volume of output produced:

Ci+ I =Y. (20)

1.2 Equilibrium

- . . ME M{
Equilibrium is an allocation {Ct,If,Ct,If‘,Y},Ttt,?tt
o0

{Ht+1,&t,ﬁf,Ht+1,@t,ﬁf,Rt,mt} . that satisfy equations (2), (4) to (7), (10) to (12),
t=
and (14) to (20), given K@, Ty, Go, M_1, and u_;, and the sequence of money growth

,Ht,Kt"_‘H}fio and a sequence of values

shocks {e;};-,. The variables that constitute the equilibrium have been defined so as to

ensure that their steady-state values remain constant over time.

1.3 Log-linearizing the Model

In order to examine how the economy responds to monetary policy shocks, I follow the
method of King, Plosser, and Rebelo (1988) and use log-linear approximations to charac-
terize fluctuations about a stationary steady-state equilibrium. The log-linearized first-order
conditions are given in Appendix A.1.

SHere and throughout the paper, I use an asterisk to denote steady-state values.



The set of log-linearized equations can be reduced to a system of eight linear difference
equations of the form:
AEtyt+1 = Byt —|— Ca:t, (21)

where y; is a column vector containing the eight endogenous variables IAQ”_“_Q, IA(t/_‘i_l, ﬁt+1,
I/(\'f, ﬁt, ét, L1, and ]\/Zt_l, xy is a scalar that equals the monetary policy shock ¢;, A
and B are 8 x 8 matrices containing the coefficients on the endogenous variables in the
model, and C is an 8 x 1 matrix containing the reduced-form coefficients on the monetary
policy shock. As shown by Blanchard and Kahn (1980), a unique stationary equilibrium
exists when the number of stable eigenvalues possessed by the matrix A~ B is equal to the
number of predetermined variables, which in this case is five.

1.4 Calibrating the Model

Before calibrating the model I note three equilibrium relationships: The first-order condi-

tions (5) and (7) imply that 5 = 1]_%[* and p* = % — (1 —6), respectively, while zero profits
in the long run implies that y*i% = %.

I follow Kimball (1995) and assume a steady-state gross real interest rate of 1.0049 per
quarter (1.02 percent per year), which for a zero steady-state actual and effective inflation
rate (IT* and IT*) implies the same value for the steady-state gross nominal interest rate
(R*). I set the depreciation rate of type-A capital (§) to Kimball’s (1995) rate of 2.1 percent
per quarter (8 percent per year).

In calibrating the household’s preferences 1 adopt Bernanke, Gertler, and Gilchrist’s
(1999) assumption of an intertemporal elasticity of labor substitution (s~!) of 3. Habit-
persistence requires the calibration of only two new parameters: % and h (since b =
(%) (L—h)). I assume & = 1.2048 and h = 0.3, which are the values preferred by
Boldrin, Christiano, and Fisher (1995).

The effective consumption and investment aggregator functions (equation (8) for X = C

and I4) imply a unit income elasticity of money demand and a nominal interest elasticity
1

17

elasticity of money demand.” I calibrate a short-run interest elasticity of money demand by

of money demand equal to (R:—il) < ) There are few estimates of the short-run interest

examining the relationship between the responses of the Federal funds rate and the velocity
of money following a monetary shock (which I identify using Bernanke and Mihov’s (1998a)
method). Figure 1 plots these responses (note that the Federal funds rate is expressed at a
quarterly rate in the diagram).!” The implied short-run interest elasticity of money demand

“King and Watson (1996) assume a value of —1 based on the observation that the interest clasticity of
money demand over business-cycle frequencies should be substantially smaller than the long-run elasticity,
which Lucas (1988, 1999) and Stock and Watson (1993) estimate to be approximately —10.

'0The responses shown in figure 1 are from a VAR that is specified exactly as in Bernanke and Mihov
(1998b) and estimated over their sample period of January, 1966 to December, 1996. The results in figure

10



is consistent with the value of —1 that King and Watson (1996) assume. I therefore adopt
their unit short-run interest elasticity of money demand, which results in a value of 1 equal
to —200.5. The high value of 1 implies that the value assumed for a in equation (8) is
virtually immaterial.

To calibrate the goods-market parameters I follow Kimball (1995) and assume the capital
elasticity of output (a) to be 0.3; the steady-state elasticity of demand () to be 11; the
elasticity of 6 with respect to the firm’s market share (€) to be —42.8 and the curvature of
the adjustment cost technology in equilibrium (J’IH (6)) to be —9.7.11 For the fraction of
firms in any period able to reset their prices, I use Bernanke, Gertler, and Gilchrist’s (1999)
value of one-quarter (that is, v = 0.75).

The shares of output accounted for by consumption and investment are calibrated by
1

1 1 1 =1 n
noting that i4 = ;j‘* = ;O‘*al—n [al—’v +(1—a)7 (1- %)1"} . Since consumption

accounts for the remaining component of output, c=1 — i4.

To calibrate the money growth rule I note that in the steady state nominal money
supply growth (p*) must equal the steady-state inflation rates (IT* and IT*), which I have
assumed to be zero. For the parameters dy,d;,....dr,01,...,0, 1 find it necessary to consider
two different money growth processes. Recent literature addressing the liquidity effect has
almost universally favored an AR(1) specification for the money growth process—see for
example, King (1991), Christiano (1991), and Christiano and Eichenbaum (1992a, 1995)—
with g{, the only non-zero parameter, generally calibrated to equal 0.32 or 0.50.'2 This
assumption is made in spite of the fact that the empirically observed responses of money
growth to an exogenous monetary policy shock display pronounced higher-order dynamics.
In figure 2, T plot the estimated response of money growth to a monetary policy shock
(identified using Bernanke and Mihov’s (1998a) method), along with the money growth
profile implied by AR(1) processes with ] equal to either 0.32 or 0.5. In contrast, figure
3 plots the estimated response of money growth together with fitted AR(2), AR(3), and
ARMA(1,1) representations of the response. It is evident from these figures that allowing
for higher-order dynamics yields a calibrated process for money growth that is much closer

1 remain essentially the same under alternative methods of identification, such as those used by Bernanke
and Blinder (1992), Christiano and Eichenbaum (1992b), and Strongin (1995).

171 obtain this value from Kimball’s (1995) assumption that %ﬁl = 0.2 by noting that the inverse
function theorem implies J~ () = == =1 and g (6) = ~J" (6) =9.7.

J' (s

2 Christiano (1991) and Christiano a(n<)i Eichenbaum (1992a,1995) use a persistence parameter of 0.32 fol-
lowing Christiano (1991), who finds that the persistence of base money growth in a first-order autoregressive
model is 0.32 over the period 1970:1 to 1984:1. King (1991) uses a persistence parameter of 0.5, having found
that he cannot reject the hypothesis that nominal M1 growth followed a first-order autoregressive process
with a persistence parameter of 0.5 over the period 1953:1 to 1987:4. Similarly, Christiano, Eichenbaum and
Evans (1998) are unable to reject the hypothesis that g; = 0.5 for the response of nominal M2 growth to an
identified monetary shock and report substantially more evidence against the hypothesis that g} = 0.3.

11



to the empirically observed response.'?

Calibrating equation (19) so as to match the response of money growth that results
from an identified monetary policy shock is sensible if I wish to make use of Christiano,
Eichenbaum, and Evans’ (1998) method to compare the responses of key variables in my
model to their empirical counterparts.!* That said, however, the widespread use of the
AR(1) money growth process in this literature—which as Christiano and Eichenbaum (1995)
have pointed out is partially responsible for the difficulties involved in generating a liquidity
effect in standard models—suggests that it is informative for me to at least consider my
model’s performance when such a process is employed.

In calibrating equation (19) as an AR(1) process, I set p/ equal to 0.32. I calibrate the
higher-order version of equation (19) as a ARMA(1,1) process with p§ and ¢; equal to 0.53
and 0.93; as figure 3 demonstrates, this provides the best fit to the empirically observed
process. The robustness of the model’s results to other money growth processes is discussed
in section six.

In developing the model, I present only the results from the model that assumes an AR(1)
process for money growth. The higher-order specification of the money growth process will
not be used until section five when the calibrated model’s responses are compared to those
found in the empirical literature.

1.5 Response to a Money Shock

The responses of the model’s key variables to a one percent shock to money supply growth
are presented in figure 4. These responses demonstrate the problem which this paper
addresses, namely, that the benchmark sticky-price monetary business cycle model with
habit-persistence—which for most variables produces impulse responses to a money growth
shock that are broadly consistent with empirical estimates—is unable to generate a decline
in real and nominal interest rates.

It is apparent from Panels (f) and (h) that the strong positive response of investment
to the money shock forces the household to reduce its demands on the economy’s output
and postpone some of its consumption. Inducing the household to save more and invest less
requires an increase in real interest rates (seen in Panel (b)). Since an increase in inflation
follows a positive shock to money growth (shown in Panels (c) and (e)), an increase in real
interest rates necessarily implies an increase in nominal interest rates (seen in Panel (a)).

The following sections incorporate a time-to-build and time-to-plan technology in the
evolution of the economy’s capital stock. This serves to suppress the initial response of
investment, which abates the onus on the household to increase its saving and reduces
the upward pressure on real interest rates. The introduction of time-to-build and time-to-

13The results of figures 2 and 3 are largely robust to alternative methods of monetary policy identification.
147 discuss the Christiano, Eichenbaum and Evans method in detail in section five.
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plan is preferable to simply assuming greater investment adjustment costs: While increased
adjustment costs reduce initial investment (thus yielding a more desirable response for real
and nominal interest rates), it also results in a very slow adjustment path for the economy
back to the steady state. Time-to-build and time-to-plan, on the other hand, reduces the
response of investment only for the length of time it takes to complete all the projects
that were begun or planned before the shock. It does not, therefore, slow the economy’s
adjustment back to the steady state.

2 The Sticky-Price Monetary Business Cycle Model with up
to Two-Period Time-to-Build

In this section I develop the model with time-to-build and time-to-plan. An economy’s
capital stock consists of many different varieties of capital which take different lengths of
time to come on-line. I therefore develop my model assuming multiple capital types, each
of which has different project planning and completion times. In this section I present the
simplest possible version of the model with two types of capital: one taking one period
to build (called type-A capital) and the other taking two periods to build (called type-B
capital). I present the model in detail in order to give an idea of the modeling strategy
involved and the basic nature of the problem. In section three a more detailed version of
this model is outlined which assumes a distribution of capital types that ranges from those
taking one period to build (type-A projects) to those taking six periods to build (type-F
projects).

I introduce two types of capital by assuming that there are two steps in producing the
intermediate good, both of which take place within the same intermediate-good producing
firm. In the first stage the intermediate-good producing firm combines type-A capital with
some of the homogeneous labor input to produce the type-A sub-intermediate good, while
also combining type-B capital with some of the homogeneous labor to produce a type-
B sub-intermediate good. In the second stage of production these two sub-intermediate
goods are combined to produce the intermediate differentiated good over which the firm
has market power.

The agents in the model presented in this section are the same as those in section one,
although the introduction of multiple capital stocks with varying project completion times
changes their objective functions and constraints somewhat. The problem solved by the
final-good producing firm is, however, completely unchanged and so is not repeated in this
section. The assumed process for money growth also remains as given by equation (19).

13



2.1 Setup of the Model
2.1.1 Consumers

The principal modification to the household’s problem is in the evolution equation for the
economy’s two capital stocks. Type-A capital, which takes only one period to build, still
evolves according to equation (4). Type-B capital, however, which takes two periods to
build, requires the household to make its decision as to the optimal type-B capital stock
two periods in advance. Multi-stage investment projects are also assumed to involve ex-
post investment inflexibilities: that is, the household is required to commit to the amount of
effective investment that will take place in each stage of the two-period investment project.
This investment profile, and therefore the realized capital stock, can be altered; however,
any deviation from the initial profile entails some cost.

I adapt Christiano and Eichenbaum’s (1995) approach to modeling ex-post output in-
flexibilities in order to capture ex-post inflexibilities in investment. I assume that there is
a non-linear relationship (specifically, a CES aggregator function) that relates the type-B
effective investment that takes place over the two periods to the amount of type-B capital
that finally obtains; this in turn is embedded in the standard cost-of-adjustment framework.
The realized market capital stock is therefore given by:

1
2 e
¢” Bit+i—1\7
Kl = (U= 0) Kl + KE, T | 5 | Dowf (1) (22)
i=1

where
1

6i_1 (If;*)lfa (ZQ ﬁi—l (If;*)la> )
\IJZB = ) and d)B = i=1 _ IZB*
s (1) S ) &

and where —co < ¢ < 1 and IP* and IZ* are the steady-state levels of the first- and
second-period type-B effective investment spending. The superscript ¢ on effective invest-

ment indicates the period in which the effective investment spending is planned, while the
subscript 7 (= 1,2) indicates whether the effective investment is for the first or second stage
of the project. As in section one, equation (22) implies that the type-B capital stock in any
period is known as of the preceding period.

As discussed, the household begins to make its decisions about future type-B capital
and the type-B investment plan two periods in advance. In deciding on how to spread
its effective investment profile over the two periods, the household minimizes the expected
discounted cost of effective investment conditional on a desired value for the t + 2 capital
stock. The household’s problem in period t is thus:

: B -1 B
min Py, + By Pl
{IB IB } k) k)
1,642 41
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where EthEiQ is yet to be determined. The cost-minimization problem yields the following
optimal effective investment plan:

1
IB* IB* +IB*6 KB
B _
Ilj = (IB* : IB*> ! 2 —o KgrlEt J ! I(tBj_2 B (1 o 6)
Tt | S (5)ﬁ (le%Jrl) 1-o t+1
(24)
Bt I 1 (T = Bt
L= 1 (8)T=> R )., I (25)

Given the distribution of type-B effective investment over the two periods, the household
then chooses its desired period t + 2 type-B capital stock.

The model is solved in the same way as in the benchmark case: Household utility
(equation (1), where now H; = H{* + HP) is maximized subject the household’s budget
constraint, now defined as:

By < Ry Biy+wiHi+pf K+ pP P +profits— T, —PCi— P —PAY, P, (26)

and the evolution of the two types of capital, defined in equations (4) and (23).

The household’s first-order conditions with respect to its choice of Cy, C;, and % are
identical to those of section one (that is, equation (5), and equations (11) and (12) with
X = () as are the first-order conditions for the choice of KtAH, I#, 1A, and NgA
(7) and (4), and (11) and (12) with X = I) and H; (equation (6)).

The household’s first-order condition with respect to its choice of E;K}[, is:

(equations

Bx*
12

1 1+ =0 (Rt LW (R =
- L5 B, 1 = Iy, 1P~ | I PAS)
P e g (Be) 1
Rip1 v [ Kf -
< E JV(2H2 g E [ }
t T Ktjil ( )|+ Ee | piie
1 5 \*
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This optimal choice of ExK/},, along with equation (24), and equations (11) and (12) (for

X = IP), yields current first-stage effective investment (If ;f), current first-stage actual

B
. Bt . M1
investment <I 14 ), and required money balances L

P

In period ¢ the household also has the opportunity to revise its period ¢ — 1 investment
plan for type-B capital that is expected to come on-line in period ¢ + 1. While a revised
plan may yield a preferred level for the final type-B capital stock, the revision requires
the household to incur a cost (this cost is captured by the assumed form of the aggregator

function). Second-stage effective investment planned and undertaken in period ¢ is defined
as:

g

1
IB* 1 KB 7
Bt 2 B 11 t+1 B,t—1
IQ,t - (1 + 1119*6> 1 + IB* Kt J ( KB - (1 - 6)) <Ilt 1 )

t

1129* 1—0c %1
<(Gw) ) >
IBt

Given 9.1 » the household chooses its desired period ¢ + 1 capital stock. The household’s
first-order condition with respect to its choice of K/ | is:

o 1—0o
]_ IQB;ft 1+IB*/6
IB* Bx 1-0
E) @) @

X <Eth+1> J ( Kf (1 6) + Ey {thrl}
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This optimal choice of EyK/ ,, along with equation (28) and equations (11) and (12) (for

Bx
Il

XEt

(29)

X = IB), yields current second-stage effective investment (Iff), current second-stage actual

IB

. Bt . M,?
investment <12£ ), and required money balances ( +— .

) t

2.1.2 Intermediate-Good Producers

The technology for producing each of the sub-intermediate goods is given by:

VX () = (KX (2)0)" (HX (2))) " (30)

where X denotes the type of sub-intermediate good (A or B). The technology for producing
the intermediate good from the two sub-intermediate goods is given by:

Y (2), = & (Z 124 (YX(z)t)")> T FC (31)

€S
where S = {A, B}, —00o < ¢ <1, k > 0, and where the weights in the CES aggregator are
equal to:
~ixy ot (1=a)(1=) /7 s\ 1—
(") (K"
~jxyot(1—a)(1=) /7 i \s\1—¢
Yjes (777) (K (2)) 7

The intermediate-good producers’ problem involves solving the following cost-minimization

u) = (32)

problem:
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This yields demand curves for labor and capital of the form:

, X=AB (33

,X=AB (34)

and a marginal cost function:

SRR e B
=S\ Gi)? )

The firms’ profit-maximizing choice of {P(2);};2; is the same as that given in section
one, so the first-order condition for P(z):y; for firms who are able to change their prices in

period ¢ remains as in equation (16). Finally, the economy-wide factor-demand schedules
are:

S l=

HX—< N >a n([blqul/(%j)\p’(1))dz+FC (%)_a (%)m
1 -« K AN
(ZFS () )
(36)
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where X = A, B. Economy-wide marginal cost (which is identical to the marginal cost of
an individual firm) is given by equation (35). As before, the economy-wide price level is
determined in the final-goods market by equation (14).

2.1.3 Market Clearing

With two types of capital (one of which takes two periods to build), the economy’s market-
clearing condition becomes:

A | Bt | 1Bt _
Ct + It + Il,t + IQ,t — }/;f. (38)
2.2 Equilibrium
A yBit (Bt A Bt Bt ME M MY MT 4
Equilibrium is an allocation {Cy,I} Xry oy Ol Iy Iy Yo, 55—~ Hi Hy

Kﬁl,Kgl,Kﬁz}g’io and a sequence of values {IT; ,&t,ﬁf,ﬁf,ﬂt_,_l,&t, Ap’f,’pvf,Rt,]\%t}fio
that satisfy equations (4) to (7), (10) to (12), (14), (24), (27) to (29), and (35) to (38), given

K64, Kég, Iy, Go, If’__ll, M_y, and p_;, and the sequence of monetary shocks {e;},—.

2.3 Log-linearizing the Model

The economy’s log-linearized first-order conditions are given in Appendix A.2. The set of
log-linearized equations can be reduced to a system of twelve linear difference equations

and written in a form similar to equation (21). In this case y; is a column vector containing

the twelve endogenous variables EtIA(g3, Etf?fm, Etﬁt+2, I?tfil, ﬁt+1, I?tB, I?tA, ﬁt, ét,
fft’:l, i1, and ]\//.Tt,l, x¢ is a scalar that equals the monetary policy shock ¢;, A and B
are 12 x 12 matrices containing the coefficients on the endogenous variables in the model,
and C is a 12 x 1 matrix containing the reduced-form coefficients on the monetary policy
shock. In this case a unique stationary equilibrium exists when A~!B possesses seven stable

eigenvalues.
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2.4 Calibrating the Model

The household sector of the model has only two new parameters that need to be calibrated:
o, the CES aggregator parameter, and G%), the ratio of second- to first-period market
investment spending in the steady-state eoiuilibrium. I assume a fairly low degree of sub-
stitution between type-B investment spending over the two periods and thus calibrate o to
equal —20. I also assume for the time being that in the steady state, investment spending

Bx*
IZ

in type-B capital is evenly split over the two periods, that is, (I,ﬁ> = 1. The assumption
1

that IP* = I8* simplifies many of the equations of the two-period case and could have been
assumed at the beginning of the section to allow a much simpler exposition of the model.
The advantage, however, of deriving the model with I#* # IZ* is that it provides a conve-
nient way to describe time-to-plan. Specifically, the two-period time-to-plan model derived
in this section can be easily converted into a model involvint one-period time-to-plan and

*

one period time-to-build by simply letting the parameter (iQB*> approach oco. This method
1

of capturing time-to-plan, used also by Christiano and Todd (1996), is employed in deriving
the fully specified model of section four.

For the intermediate-good producing firms it is necessary to calibrate the parameter
¢, which reflects the degree of substitution between the sub-intermediate goods used to
produce the intermediate good. Again I assume a fairly low degree of substitution and
calibrate ¢ to equal —40.

To derive the weights in the intermediate-good production function (equation (31)), it
is necessary to make an assumption as to the proportions of the economy’s capital stock
accounted for by each type of capital. In developing the model, I assume that all types
of capital account for an equal share of the economy’s total capital stock (I relax this as-
sumption later). The proportions of the economy’s capital stock accounted for by each type
of capital are required to determine the shares (#%) and (#B;{BJ in appendix

Bx pBx

. . Bx B 1-Bx . 2 gi—1yBx
equation (54) since ZA* = f)m% = ﬁT% (where pP* = (%) (% —(1- (5))

by equations (27) and (29)). The share of each type of capital in the economy’s capital stock

also determines the shares of output accounted for by each type of investment. Hence:

A ba 1
¢ = A ~Bx\ 1—a KB+
\eEE
1
[
b | 1 a1 1N\T| 7
— — — —a)I= R
e
'ﬁA* KA*

and
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2.5 Response to a Monetary Shock

The responses of the model’s key variables to a one percentage point shock in the growth rate
of the money supply are presented in figure 5.'°> To demonstrate the changes brought about
by the introduction of time-to-build with ex-post investment inflexibilities the responses
from the benchmark model are also presented.

Figure 5 shows that the introduction of time-to-build with ex-post investment inflexi-
bilities reduces the positive response of nominal interest rates and generates a decline in
real interest rates. The inclusion of time-to-build shows promise, and as will be subse-
quently shown, a simple extension of the model that incorporates a richer variety of project
completion times can indeed generate a liquidity effect.

3 The Sticky-Price Monetary Business Cycle Model with
Six-Period Time-to-Build

In this section I outline a version of the model that incorporates six distinct types of capital.
The completion times for the six varieties of capital range from one period (type A) to six
periods (type F).

The agents in the model presented in this section are the same as those in sections one
and two. The objective functions and constraints faced by the agents in the model change
in much the same way as they did for the model in section two, and as before the money
growth process (equation (19)) and the problem faced by the final-good producing firm
remain unchanged from section one.

Again, the greatest modification to the household’s problem involves the evolution of
the economy’s six capital stocks. Type-A and type-B capital, which still take one and two
periods to build, evolve according to equations (4) and (22). Type-C, type-D, type-E,
and type-F capital, however, which take three, four, five, and six periods to build evolve
according to:

'5The response of the nominal money supply from this model (and from all future models) is identical to
the response displayed in figure 4.
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and where for X =C,l=3,for X =D,l=4,for X =F, =5, and for X = F, [ =6.

6
In any period ¢ the household now also chooses the utility-maximizing levels of {Ethi j} _
]:

5 4 3
{EthH-}j:l, {Ethlij }jZI, and {Eth(ij}j:l given the cost-minimizing investment spend-

6 6
ing profiles associated with the desired levels of the of the capital stock, namely { {Iz‘Fiiz‘—l} } ,
’ i=j ) i
{{IQE t’iH} } , {{Iﬁ’iil} } , and {{Ifg’;m} } . This yields eighteen
’ =) j=1 ’ =) j=1 ’ =) j=1

first-order conditions for the household as well as eighteen equations relating current period-
t effective investment spending to desired capital. There are a further thirty-six equations
of the form (11) and (12) that relate effective investment to actual investment and required
money balances. (These equations, are in addition to those discussed in section two.)

To accommodate six types of capital in the model it is necessary to assume six sub-
intermediate goods whose production functions are given by equation (30). The technology
for producing the intermediate good from the six sub-intermediate goods is still given by
equation (31) (where S = {A,B,C,D,E,F}), while the weights U} are still given by
equation (32). The firm’s cost-minimization problem is also as defined in section two. The
factor demands for each firm thus remain unchanged from equations (33) and (34) (where
X ={A,B,C,D,E,F}). As in section 2, each firm’s factor demands are aggregated across
all firms to give the economy-wide factor demands for each input {Ht’, KE}Z: g - These are
the same as in equations (36) and (37) (where X = {A,B,C,D,E,F}). Note that the
factor demands for {Hg7Kti}¢:A,B
for {H,?, Kz} are in addition to those of section two.

i=C,D,E,F
The definition of real marginal cost (both for the individual firm and for all intermediate

replace those of section two, while the factor demands

firms in total) when there are six types of capital is the same as in equation (35) (again
with S = {A,B,C,D,E,F}). This new expression for real marginal cost replaces that of
section two. The optimal price set by firms who are able to change their price is still given
by equation (16).
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Equilibrium is an allocation {Ct,If,{IZBt’t}? to {Ifjf}é ,Ct,If,{IZBt’t}? to {IZ.Ft’t}é ,

) » 9 - : ’ i=1 7 )i=1 ’ i=1 ’ i=1
i (] oL e o (R o ()
and a sequence of vaiués {Ht+1,&t,zﬁ§ to ﬁf,Ht+1,&t,ﬁ§4 to pi' Ry, ]\%t}fio that satisfy
equations (4) to (7),'¢ (10) to (12), (24), (27) to (29), and the seventy-two additional house-
hold first-order conditions just discussed, as well as equations (14), (35) to (37), and the
new market-clearing condition of:

2 3 4 5
Cot I+ I+ 1+ Ly + > 1+ ZI“ (39)
i=1 i=1 i=1

i=1

2 3 4
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given K¢, K, K¢, KP, K, K, Ty, Go, 177, {1%1 } . {Iiﬁ1 } , {1%1 }
1= 1=
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I1 4 , {If_f, } I1 75, M_1, and p_q, and the sequence of monetary shocks {e;};°.
As with the p;emous models the first-order conditions are log-linearized and reduced to a
set of 58 linear equations that can be written in a form similar to equatlon (21) In this case
¢ is a column vector Contalmng Eth+7, EAth—s—b" Eth+6, Ethj;5’ Eth+5, Eth+4, Eth+4,
EK 5, Edlyys, B KE 5, By, KE |, Ty, K2, KP, KC, KP, KE, K, T, Gy, TP

$O-1 2 {01 3 {E-1 4 JE-1 5 §0-2 [FO-2 2 152 3
3,—1 2 2:17 3,—1 i1 2z’,—1 * i1’ 3 3,—1 i:17 1,-2> , 1,—2 ie1’ 3,—2 ie1’

S ) ~p,-3 [+E,—3 ~F_3 F—4 S5 o~ =
{Iz -2 7}2.7 Il -3 {Iz -3 7}2.717 {Iz -3 }z’f Il 4 ) {Iz —45 }2.71 Il 5 Hy—1, and Mg,

A unique stationary equilibrium exists when the matrix A~!B has 44 stable eigenvalues.

In calibrating the model I note that pA* and p B* are as defined in sections one and

i—17C —Dx 4 gi-1yD s
two while 5 = (Seo) (5 - 1-9).5 = () (5-1-9).57 =

5 i— * = *
<7Zﬂjlef ;IEi ) (% —(1- (5)), and pi™* = (%) (ﬁ —(1- (5)) I maintain the as-
i=1"4 i=1"1

sumption that all six types of capital account for an equal share of the economy’s total
capital stock and that for each type of capital, investment spending is evenly split across
the periods for which the investment spending takes place.

The responses of the key variables to a one percentage point shock in the growth rate
of the money supply are presented in figures 6 and 7. Adding additional capital stocks
with longer project completion times suppresses the economy-wide response of investment,
thus putting less upward pressure on real and nominal interest rates. It is interesting to
observe the gradual effect that adding capital stocks with longer project completion times
has on real and nominal interest rates. I therefore also plot the responses emerging from

Y Note that in equation (6) Hy = >+ , H;.
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the models presented in sections one and two as well as from models with three to five types
of capital.

It is clear from panels (a) and (c) of figure 6 and panel (c) of figure 7 that introducing
capital stocks with longer project completion times does indeed reduce the response of
investment and the upward pressure on real and nominal interest rates. Furthermore, the
version of the model that includes capital stocks that take up to six periods to complete is
capable of generating a liquidity effect that persists for almost a year.

The introduction of capital stocks with longer project completion times leads to little
change in the responses of variables other than real and nominal interest rates and to a lesser
extent investment and output. The response of consumption is slightly larger as a result
of the introduction of the additional capital stocks. The assumption of habit-persistence,
however, prevents the undesirable result that would otherwise obtain, namely, a very large
increase in consumption in the periods immediately following the monetary shock (not
shown).

4 Recalibrating the Steady-State Capital Shares and Invest-
ment Spending Profiles

In developing and extending the model with time-to-build I assumed that in the steady
state each type of capital accounted for the same share of the economy’s capital stock,
and that investment spending was split evenly across the periods over which the spending
was undertaken. This assumption, which was made primarily to facilitate the comparison
across models, is clearly unrealistic; in this section, therefore, I present results for the model
of the previous section (with six types of capital and habit-persistence) calibrated with
more sensible steady-state capital shares and investment spending profiles. To calibrate
the capital shares I calculate the shares of total fixed investment accounted for by projects
of different lengths. (This is roughly equivalent to calculating the capital shares since in
equilibrium investment just replaces depreciation.)

Over the last 30 years equipment investment has on average accounted for 41 percent of
total fixed investment while structures and residential investment have on average accounted
for 27 percent and 32 percent, respectively. Of these three classes of fixed investment
structures investment typically involves investment projects of the longest lengths. Based
on a study of project completion patterns in 1991, the U.S. Bureau of the Census (1992)
estimated that the average project completion time for private structures building projects
is 14 months. Maffertone’s (1998) discussion of the stages through which a building project
progresses from its initial conception to its start of building suggests planning times of at
least six months, if not more. I therefore assume four-period time-to-build and two-period
time-to-plan for structures investment and thus use type-F capital to represent structures
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capital. In the steady-state, the expenditure involved in planning a structures project is
evenly split over the two planning periods, as is the expenditure involved in the construction

over the four buildin Fperiods. In terms of recalibrating the type-F investment spending
profile this implies f

1 — 1 and IF<\ _ (IF\ _ If\ Si he £
) = an ) = (i) = (i = 1. Since the first two
periods are planning stages which involve relativély small levels of expenditure, I assume
£

= 20,000.
<IF* ) )
* Residential capital is represented by type-C' capital. The March release of the Census

Bureau’s Survey of Housing Starts contains a supplement that reports project completion
times in private residential buildings. Over the last 10 years the time involved in con-
structing the average residential building has averaged a little over six-and-a-half months; I
therefore, calibrate two-period time-to-build for household investment. In a further supple-
ment to the March release of the Survey of Housing Starts the length of time between when
a building permit is issued and when construction begins is reported to average one month.
However, since time-to-plan involves more that just the time between the permit’s issue
and the building’s start, I assume one-period time-to-plan for household investment. In the
steady state, the expenditure involved in building a residential capital investment project is
evenly split over the two construction periods, which implies that (%22—*) = 1. Again, since

Cc*x

the planning stage involves relatively little expenditure, I assume (% = 20, 000.

Most studies on equipment project completion times cover the manufacturing sector
only. Abel and Blanchard (1986) find that manufacturing firms undertaking equipment
investment face an average delivery lag of three quarters, during which time they pay
installments for the purchase of the investment good. Since the 1973 productivity slowdown,
equipment investment in manufacturing has averaged about 25 percent of total equipment
investment (that is, 10.5 percent of the economy’s total fixed investment). I assume that
this industrial equipment investment requires one period to plan and three periods to build
alig*is thus representedlll))gf type-D capital. This investment spending profile implies that
(é,:) — 20,000, and (I’;,g) -

D=
@5* =1
3
he are few studies on completion times for equipment investment projects undertaken

outside the manufacturing sector. This share of equipment investment (which accounts for

30.5 percent of total fixed investment) is comprised primarily of information processing and

related equipment, and transportation and related equipment. I assume that this type of

investment requires one period to plan and one period to build, %gd is thus represented by
EB* = 20,000.

The recalibrated capital shares for the six types of capital are given in Table 1.

type-B capital. This investment spending profile implies that

Table 1 - Calibrated Capital Shares

Type of Capital: A B C D E F
Share of Capital Stock: | 0% | 30.5% | 32% | 10.5% | 0% | 27%
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I also assume substantially less substitution across the investment expenditures taking
place over the various stages of a multi-period project and set ¢ = —5,000,000. A lower
degree of substitution across the sub-intermediate goods used to produce the intermediate
good is also assumed by setting ¢ = —100.

The responses of the key variables to a one percentage point shock in money growth for
the model with six types of capital and habit-persistence, recalibrated with more realistic
steady-state capital shares and investment spending profiles, are presented in figure 8. The
responses demonstrate that the more realistic model is still capable of generating a liquidity
effect and continues to provide sensible qualitative responses for the other variables in the
model.

5 Comparison of the Model’s Responses to Those Observed
Empirically

In this section I compare the responses of the calibrated model’s key variables to their
empirical counterparts. In doing so, I employ the more realistic ARMA(1,1) specifica-
tion of the money growth process described in section one. I note that I am following a
method suggested by Christiano, Eichenbaum, and Evans (1998) whereby the parameters of
a univariate money growth process are calibrated so as to match the empirically observed
response of money growth to a policy shock. As Christiano, et al. demonstrate, this is
fully equivalent to modeling monetary policy in the form that it is usually thought of—that
is, as an interest rate rule that depends on endogenous variables as well as an exogenous
monetary policy shock. The specific process I use, however, differs from Christiano, et al.’s
AR(1) process, which, as demonstrated in section one, has only limited success in capturing
the observed dynamics of money growth.

As noted above the parameters of the ARMA(1,1) process were calibrated so as to
match the response of money growth that was generated by the just-identified specification
of Bernanke and Mihov’s (1998a, 1998b) monetary policy VAR.!” Figure 9 presents the
responses for nominal M2, real output, the price level, and nominal interest rates (expressed
at a quarterly rate) from the VAR model along with those from my model.!® Panels (b) and

'"The monetary policy shock in the just-identified model of Bernanke and Mihov (1998b) is defined so as
to induce a 1 percent increase in nonborrowed reserves; it is thus slightly different to the monetary policy
shock in the calibrated model which generates a 1 percent increase in the rate of growth of the nominal
money supply. The responses from the calibrated model are rescaled so as to generate a long-run response
of the nominal money supply that is comparable in magnitude to that from the VAR model.

My choice of identification methods is informed by the difficulties that the empirical literature has
encountered in establishing support for the liquidity effect, along with Bernanke and Mihov’s (1998b) finding
that these difficulties are largely due to the inaccurate identification of monetary policy shocks. The fact
that the response of nominal interest rates is so sensitive to the accurate identification of monetary policy
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(c) of figure 9 show that the theoretical model is able to produce responses of real output
and the price level that are similar in magnitude to the responses generated from the VAR
model. The model’s ability to capture the timing of the responses is also reasonable.'® Panel
(d) of figure 9 shows that the model implies an initial response of the nominal interest rate
that is about one-third the size of that observed empirically; the response generated in
the subsequent period is closer to its empirical counterpart.? The model’s response of
the nominal interest rate is able to match better its empirical counterpart when alternative
methods of identification—in particular those that use nonborrowed reserves to measure the
Fed’s policy stance—are assumed (see figures 2 and 3 of Christiano, Eichenbaum, and Evans
(1999)). The response of nominal interest rates from the calibrated model is less persistent
than the VAR response presented in panel (d) of figure 9 but compares more favorably to the
empirical responses generated using alternative methods of monetary policy identification
(see again figures 2 and 3 of Christiano, Eichenbaum, and Evans (1999)).

The exercise performed in this section suggests that the model with time-to-build and
time-to-plan in investment and habit-persistence in consumption is not only capable of gen-
erating a liquidity effect, but is also able to deliver responses that are empirically plausible.

6 Robustness to Parameter Values

In this section I discuss how the paper’s results vary with changes in some of the calibrated
parameter values. I limit my discussion only to the parameters which I feel could be some-

what contentious; these are parameters—such as pi',ph,....08' ,¢1,...,¢, in the money growth

S
rule—for which there exist no consensus estimate in the literature, as well as parameters—
such as o, ¢, and a few of the calibrated investment spending profiles—that are specific
to the model presented in this paper and have therefore not been used in other models.
The purpose of this section is to establish that it is not merely a convenient choice of these

parameters that allows me to obtain a liquidity effect.

shocks—so much so as to alter the sign of the response for some sample periods—leads me to prefer the
Bernanke-Mihov method of identification.

I have nonetheless compared the responses from my calibrated model to those implied by alternative
methods of identification (not shown). Of the VAR-generated responses presented in this section, only
the response of nominal interest rates changes materially when alternative methods of monetary policy
identification are assumed.

19The response of output peaks five quarters earlier in the calibrated model than in the VAR. The response
of prices in the VAR are flat for the first two years while in the calibrated model they begin to rise almost
immediately.

20When the AR(1) money growth process with p4 = 0.32 is assumed, the magnitude of the initial response
of nominal interest rates generated by the calibrated model is very similar to its empirical counterpart (see
panel (d) of figure 10). This money growth process, however, implies an initial response of the nominal
money supply that is more than twice as large as the response generated from the VAR (see panel (a) of
figure 10).
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My calibrated model is able to generate a liquidity effect for a wide range of sensible
money growth processes. When money growth is calibrated following King (1991) as an
AR(1) process with p}' = 0.5, a liquidity effect (not shown) still results. However, since a
monetary policy shock now signals even greater future money growth, the resulting liquidity
effect is slightly smaller and less persistent. When money growth is calibrated using the
estimated AR(2) and AR(3) processes shown in figure 3, a liquidity effect (not shown) still
results, although in these cases it is somewhat smaller and less persistent.

Greater ex-post investment inflexibilities (which arise from lower values of the parameter
o) generate a stronger liquidity effect since it is this feature of the investment technology
that induces firms to continue with any investment plans formulated before the monetary
shock. While the calibrated value of ¢ = —5,000,000 might appear to be very low, it is
in keeping with existing strategies for modeling time-to-build: in Kydland and Prescott
(1982), there is no scope for revising the investment plan and hence an implicit assumption
that assumes 0 — —o0.

Higher rates of substitution between the various sub-intermediate outputs (which arises
from lower values of the parameter ¢) will limit the generation of a greater liquidity effect: If
the intermediate-good producing firm is able to substitute easily between sub-intermediate
goods, then a monetary shock will induce the firm to use more of the sub-intermediate
goods that employ the capital stocks requiring shorter building times. Consequently, most
investment taking place after the shock will be in the type-A capital stock, which will imply
that the introduction of multiple capital stocks with varying building times will do nothing to
suppress the response of investment nor to generate a liquidity effect. The fact that multiple
capital stocks (which are quite dissimilar) exist suggests that the economy’s production
technology requires different types of capital with different characteristics. It is therefore
reasonable to expect a very low degree of substitutability between the different capital stocks
in the model and thus the low degree of substitutability (captured by ¢ = —100) between
the sub-intermediate outputs.

The depth of the empirical foundations upon which investment spending profiles are
calibrated in section four varies considerably from one type of capital to the other. For type-
C' and type-F capital stocks, for example, the calibrated investment profiles are soundly
based on empirical estimates of time-to-build and time-to-plan for residential and struc-
tures investment. In contrast, for type-B capital (which represents information processing
and related equipment and transportation and related equipment) the profile of one-period
time-to-build and one-period time-to-plan was calibrated entirely based on judgement. In
between these extremes is type-D capital, whose assumed three-period time-to-build profile
draws from empirical studies of equipment project completion times in manufacturing while
its one-period time-to-plan is again based on judgement. In the absence of any estimates
of investment spending profiles for type-B capital and time-to-plan for type-D capital, my
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only available course of action is examine whether the liquidity effect is preserved when the
judgement-based investment profile parameters (and implicitly some capital share parame-
ters) are altered in such a way as to hinder the decline in nominal interest rates. I modify
my assumptions for type-B capital to assume that it requires one period to build with no
prerequisite planning time. This reduces the resultant liquidity effect quite substantially—
since it allows a large immediate increase in investment—but does not eliminate it entirely. I
also modify my assumptions for type-D capital to assume that it takes three periods to build
without any required planning time. This diminishes the liquidity effect by only a small
amount inasmuch as the immediate increase in industrial equipment investment is tempered
by ex-post inflexibilities, and because this form of capital accounts for a reasonably small
share of total capital.

7 Conclusion

This paper has constructed a sticky-price monetary business cycle model with time-to-build
and time-to-plan in investment and habit-persistence in consumption that has the desirable
property that real and nominal interest rates decline in response to a positive money shock.
The development of a model that displays a liquidity effect does not come at the expense
of the model’s other variables: if anything, the introduction of capital stocks with longer
project completion times leads to improved responses for several variables—most notably
output and investment—while generating few changes in the responses of others.

An examination of how the response of nominal interest rates implied by the theoretical
model changes when some of the nonstandard calibrated parameters are altered indicates
that the liquidity effect generated by the model is robust and is in no way merely a result
of a conveniently chosen set of parameter values.

A comparison of the responses of key variables from the theoretical model—such as real
output, the price level, and nominal interest rates—to those that emerge from a monetary
VAR model finds that the calibrated model’s responses are similar in magnitude and timing
to those observed empirically. While the initial response of nominal interest rates in the
calibrated model is smaller than the response generated by the identified VAR considered
here, the fact that the shortcoming of the model lies in its inability to generate the correct
magnitude of the response of nominal interest rates—rather than the correct sign—suggests
a considerable improvement over the benchmark model.
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Appendix

A.1 Log-linearizing the Benchmark Model

The first-order conditions from the household’s utility maximization problem (equations (5)
to (7) and (4)) log-linearize to:?!

C* O\ A G\ A
e=w) o (o=e)e

= <w> <Rt Etﬁt+1) - (ﬁh(l —pb— ﬁh)) (EtR\t—i-l - Etﬁt+2)

1—3h 1—3h
—(1+ Bb+ ph) [(C*C*G*) ECyy1 — (C* —*G*> Etétﬂ]
c* ~ G* ~
+ (Bb + Bh) {(C* — G*) EiCiya — <C’* G*) Eth+2] , (40)

o~ ~ h ~ ~
wy = sH;+ (%) <Rt - EthJrl)

2'In what follows a caret over a variable signifies the variable’s log-deviation from its steady-state value

while a star represents the steady-state value of the variable.
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~A J1(s N . N
= Eip .+ ﬁ (ﬁEthj-Q - (148 Ké&-l + KtA) ) (42)
~ 1 1-6\ ~
I = <6> K&, - <T> K, and (43)

at = hét,1 -+ (1 - h) (Ajt,l,

where p,, is the intertemporal rate of substitution of effective consumption.

The first-order condition from the household’s static problem of choosing the cost-
minimizing combinations of actual consumption, actual investment, and money balances
(equation (11)) log-linearizes to:

X, = Xt+< ! )@ (44)

where X = C for consumption and X = I for type-A investment, and where:

=
E B (1—(1,)1’7(1—E) 1 ﬁ
r) | o . 1>11% R-—1)""

a1 4+ (1 —a)Tn (1_E

Equation (12) linearizes to:

—

A

M, = c M—tc +i4 My

P b P
A A

The economy’s factor demands (equations (18) and (17)) linearize to:
~ Y* N ~ =A
Kfl:{m}n‘F(l—Q)wt—(l_Q)Pt (46)
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~ Y+ S 2 =A
Ht:{m}}/}—awt—l—apt (47)

while marginal cost (equation (15)) linearizes to:

—

p— ~ ~A
MC(z)s = (1 —a)wy + ap, .

The log-linearization of equation (16) combined with equation (14) implies that deviations
of the gross inflation rate from its steady-state value of unity evolve according to:

s S

where € is the elasticity of § with respect to the firm’s market share.
The monetary authority’s money growth rule (equation (19)) log-linearizes to:

fig = Pty + &t (49)
while the market clearing condition (equation (20)) implies:
Y, = ¢Cy + I (50)

where ¢ and i4 are the steady-state shares of output devoted to consumption and investment
in market capital.
The following relationships between actual and effective prices should also be noted:

~ . [P\
~A A /P\
Pt =Pt — (F:)’ and (52)
_ EI) </Pt\) _
E Ol = — | =) — 4. 53
ST ( o) - () e (53)

A.2 Log-linearizing the Model with Two-Period Time-to-Build

The household’s log-linearized first-order conditions for its choice of (Ajt, I?t‘il, and T{f‘ remain
as in the previous section (that is equations (40), (42) and (43)). For H and HP, however,
they change slightly to:
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The new log-linearized first-order conditions for the choice of Etl?grz and T{B i are:
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1

Cy, ItA,Ift’t, and Ifgt are given by equation (44) while:
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The new log-linearized factor demands (equations (36) and (37)) are:
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where X = A, B, while marginal cost is:

%(z)t:(l—a)wt—l—a -
ZjeS ( (;;yp >
The log-linearized market clearing condition changes to:
1B+
Y = cCy + it T + 4P —113* BB | | B
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In addition to the relationships between actual and effective prices listed in equations
(51) to (53), the model with two types of capital also has:

~B ~B P
A (F) (60)
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Figure 2.1 - Responses of the Federal Funds Rate & Velocity of Money to an I dentified

Monetary Shock
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Figure 2.3 - Responses of Money Growth to an | dentified M onetary Shock and Money
Growth implied by ARMA(1,1), AR(2) and AR(3) Processes
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Figure 2.4 - Responsesto a Money Growth Shock in the Benchmark Modél
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Figure 2.5 - Responsesto a Money Growth Shock in the Models
with One-Period and with One- and Two-Period Time-to-Build
Panel (a) - Nominal Interest Rate Panel (b) - Output

0 4 8 12 16 20 0 4 8 12 16 20

Panel (c) - Inflation Panel (d) - Actual Consumption
0.07

0 4 8 12 16 20
Panel () - Real Interest Rate Panel (f) - Actual Investment
0.08 5
— W/ 1 period TTB
0.06 4l
--- W/ 1&2 period TTB
0.04 -
3 L
0.02 -
2 L
0
002 F r
-0.04 0
0 4 8 12 16 20 0 4 8 12 16 20

40



0.08

Figure 2.6 - Responsesto a Money Growth Shock, Fully Specified Models
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41

2 4 6 8 10 12 14 16 18 20
Panel (b) - Inflation
2 4 6 8 10 12 14 16 18 20
Panel (c) - Real Interest Rate
——W /1 period TTB
-——— W/ 1& 2 period TTB
—————— W/1,2& 3 period TTB
W/1,2,3& 4 period TTB
W/1,2,3,4& 5 period TTB
W/1,2,3,4,5& 6 period TTB
2 4 6 8 10 12 14 16 18 20



Figure 2.7 - Responsesto a Money Growth Shock, Fully Specified Models
Panel (a) - Output
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Figure 2.8 - Responsesto a Money Growth Shock in the Model with
Recalibrated Capital Sharesand Investment Profiles
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Figure 2.9 - Responsesto a Money Growth Shock: VAR and Theoretical Models
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Figure 2.10 - Responsesto a Money Growth Shock: VAR and Theoretical Models
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