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Abstract

This note considers the reliability of Federal Reserve Board staff estimatesof the
output gap after the mid-1990s, and examines the usefulness of these estimates for
inflation forecasting. Over this period, we find that the Federal Reserve’s output gap
is more reliably estimated in real time than previous studies have documented for
earlier periods and alternative estimation techniques. In contrast to previous work,
we also find no deterioration in forecast performance when inflation projections are
conditioned on real-time estimates of the output gap.
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I Introduction

In a 2002 paper, Orphanides and van Norden contend that it is not possible to obtain re-

liable estimates of the output gap in real time. As they demonstrate, standard detrending

procedures yield gap measures that are subject to large subsequent revisions, primarily

because trend extraction becomes quite difficult at the endpoint of a given sample. In

addition, based on data available for the 1980s and early 1990s, Orphanides (1998) con-

cludes that Federal Reserve staff estimates of the output gapare similarly unreliable.

The purpose of this note is to consider whether these conclusions obtain for more re-

cent vintages of the output gap estimates produced by the Federal Reserve staff. Narrative

evidence suggests that the Federal Reserve’s ability to recognize and quantify the mid-

1990s acceleration in trend productivity in a reasonably timely manner was an important

contributor to the successful conduct of monetary policy over that period.1 This points to

an improved ability to estimate the gap, which should in turnbe evident in the data.

A related issue concerns the usefulness of real-time estimates of the output gap for

inflation forecasting. In companion work, Orphanides and van Norden (2005) find that

over the post-1983 period, inflation forecasting models that use real-time estimates of the

output gap typically perform worse than models that condition on final estimates of the

gap. We therefore also examine whether the Federal Reserve staff estimates of the GDP

gap provide a useful predictor of future inflation movementsin real time.

II Real-Time Estimates of the Federal Reserve Board Output Gap

Before each meeting of the Federal Open Market Committee (FOMC), the Federal Re-

serve Board’s staff produce a detailed projection of variousU.S. economic aggregates.

1See Meyer (2004, ch. 6) for a firsthand account.

1



This projection, which is known as the Greenbook forecast, is judgemental in the sense

that it is not explicitly derived from a single model of the economy.2 In particular, the

staff’s estimates of potential GDP pool and judgementally weight the results from a num-

ber of estimation techniques, including statistical filters and more structural model-based

procedures.3

Our set of real-time output gap estimates starts with the June 1996 Greenbook fore-

cast; these estimates extend back to 1975:Q1 for every vintage of the forecast. The Green-

book projection is only made public with a five-year lag; hence, the most recent estimate

of the gap in our dataset comes from the December 2006 Greenbook. Because the Green-

book is produced eight times a year, there will be eight sets of output gap estimates for

each year (typically two per quarter).

Define the December 2006 estimates of the gap to be the gap’s “final” value. We

then define the correspondingreal-timeestimate of the quarter-t gap to be the estimate

of the gap from the forecast round whose closing date falls inquarter(t + 1). (Obtain-

ing the period-t gap estimate from a Greenbook in the following quarter ensures that in

most cases an advance estimate of GDP—or a relatively full set of monthly indicators—

would have been available for estimating the quarter-t gap.) For example, the June 1997

Greenbook forecast was completed in 1997:Q2. We therefore call the 1997:Q1 value of

the gap from the June 1997 round the real-time estimate of thegap in that quarter. This

means, of course, that there can be multiple real-time observations for a given quarter; for

instance, we will obtain real-time estimates of the 1997:Q1gap from both the May 1997

2Starting in June of 2010, the staff’s forecast document was renamed the Tealbook forecast, as it now
combines elements of the original Greenbook with topics related to the conduct of monetary policy that
were formerly presented to the FOMC in the so-called “Bluebook.” (During the entire period we consider,
the staff’s projection was contained in the Greenbook, so werefer to it by this title.)

3See Mishkin (2007) for a description of how the Federal Reserve Board staff estimate potential output.
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and June 1997 Greenbook forecasts. We ignore the informational asymmetry generated

by these timing definitions—specifically, we ignore the factthat rounds that occur later

in a given quarter will enjoy an informational advantage over those that occur earlier—as

such asymmetries will be roughly constant across years. (Aswe document in the next

section, our main conclusions are robust to alternative assumptions regarding timing.)

III The Magnitude of Revisions to the Federal Reserve’s Gap Estimates

We define thegap revisionas the difference between the final and real-time gap estimates.

Lines 1 and 2 of Table 1 give the mean, standard deviation, androot-mean-square error

(RMSE) for these revisions, together with two measures of thenoise-to-signal ratio: the

ratio of either the standard deviation or the RMSE of the gap revisions to the standard

error of the final estimate of the gap.4 As can be seen from the table, the mean error over

the full sample is small (less than a tenth of a percentage point). The standard deviation

(and RMSE) of the revisions is around 0.7 percentage point; while this is large in absolute

terms, it is only about half the size of the corresponding standard deviation of the final

estimate of the gap.5

These standard deviation and RMSE values are also small relative to the correspond-

ing estimates found by Orphanides (1998) in his analysis of the Greenbook output gap:

Over the 1980-1992 period, Orphanides reports a RMSE of 2.8 percentage points for re-

visions to the Greenbook’s real-time output gap estimates,which is actuallygreaterthan

4Recall that the mean-square error contains an adjustment for the squared bias (here, the mean error).
Thus, when the mean error is small, the standard deviation ofthe gap revisions and the RMSE should be
quite close.

5To compute the mean and standard deviation of the final gap estimate, we “duplicate” the observations
on the final gap in line with the number of Greenbook forecaststhat fall in a given quarter. However, the
computed mean and standard deviation are essentially identical if we instead just allow one observation on
the final gap per quarter.
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the 2.4 percentage point standard deviation of his “final” (end-of-1994) gap estimate. Part

of this difference no doubt reflects our use of a different sample period: Relative to the

1980s, GDP in our sample period is less volatile. However, this explanation is tempered

somewhat by the observation that the Federal Reserve appearsto have had greater diffi-

culty forecasting real GDP movements in recent decades (seeTulip, 2005).

Of course, another explanation for the observed reduction in the size of gap revisions

is simply that the Federal Reserve staff’s ability to estimate the GDP gap in real time has

improved relative to the period that Orphanides examined. To assess this possibility, we

used real-time GDP data to examine whether purely statistical methods for estimating the

output gap yield a decline in the size of gap revisions that iscomparable to what we find

for the Greenbook output gap. In particular, we produced real-time estimates of the out-

put gap using each of the six univariate detrending procedures considered by Orphanides

and van Norden (2002). These procedures include three deterministic approaches (fitting

a linear trend, a broken-linear trend, and a quadratic trendto log real GDP) and three

unobserved-components approaches (the Hodrick-Prescottfilter and the trend GDP mod-

els of Watson, 1986 and of Harvey, 1985 and Clark, 1987). The noise-to-signal ratios

that obtain for these various gap estimates—which are shownin the upper panel of Ta-

ble 2—imply that for all but one of the six detrending methods, the size of the real-time

gap revisions relative to the volatility of the gap itself either remains about unchanged or

increasessomewhat from 1980-1992 to 1992-2006. Hence, these purely statistical pro-

cedures donot yield an improvement in the reliability of real-time gap estimates that is

similar to what we observe for the Federal Reserve’s measure,which in turn suggests

that some element particular to the the Fed’s estimation procedure—such as the use of
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judgement or the pooling of results from multiple sources—is responsible.6

In line with Orphanides (1998), however, we find that theautocorrelationof the

Greenbook gap revisions is quite high: about 0.91 over the period we consider.7 It turns

out that part of the autocorrelation over our sample period is attributable to a persistent

string of negative errors (that diminish in magnitude) up until around 1998. Very likely,

this string of errors reflects slow learning about the 1990s speedup in trend productivity

growth; dropping the pre-1999 observations from the samplereduces the estimated auto-

correlation coefficient to 0.70. Interestingly—and as shown in Table 3—when we com-

pute real-time gap estimates using the univariate approaches in Orphanides and van Nor-

den (2002), we find that the gap revision is as highly autocorrelated over the 1996-2006

period (line 2) as it is over the 1980-1992 period (line 1), with autocorrelation coefficients

on the order of 0.9. For these gap measures, however, dropping the pre-1999 observations

from the latter period (line 3) reduces the estimated autocorrelation coefficient for only

two of the six methods (the linear and piecewise-linear detrending procedures).

As was noted above, the publication of two Greenbook forecasts per quarter implies

that we will have multiple gap estimates in each quarter. In addition, even though we

have obtained each time-t gap estimate from a Greenbook published in period(t + 1),

there will be occasions where an advance estimate of GDP willnot have been available

to produce the gap estimate for a given quarter.8 We therefore considered two modifica-

tions to our timing assumptions. First, we recomputed the statistics in Table 1 using the

6One reason we are not fully willing to advance such an optimistic conclusion is that it implicitly
suggests that previous techniques for estimating potential GDP were less sophisticated. However, as
Solow (1982) documents, the methodology used by the Councilof Economic Advisers to estimate potential
output as far back as the 1960s would not be out of place in a contemporary policy institution.

7In his sample, Orphanides (1998) finds an autocorrelation coefficient in excess of 0.8 for revisions to
the Federal Reserve’s gap estimates.

8For example, one of the two 2006:Q3 estimates of the GDP gap istaken from the October 2006 Green-
book; an advance estimate of third-quarter GDP was not available when this Greenbook was finalized.
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time-t gap estimate from the time-(t + 2) Greenbook; this ensures that a complete set of

GDP data for quartert would have been available for producing the Greenbook estimate.

Unsurprisingly, doing this (not shown) lowers the mean, standard deviation, and RMSE

of the gap revisions, but only by a very small amount (on the order of 0.02 or 0.03 per-

centage point in each case). Next, we recomputed the statistics in Table 1 using only the

gap estimate from thesecondGreenbook in each quarter. Once again, the mean, standard

deviation, and RMSE of the gap revisions are little changed bythis modification (not

shown). However, the autocorrelation of the revisions declines slightly (to 0.84), and is

considerably lower (only 0.41) if the pre-1999 revisions are excluded.

Finally, we also examined whether our results are affected by using a shorter period

to compute the summary statistics for the gap revisions. Ourset of real-time estimates

ends with the October 2006 Greenbook, while our “final” gap estimate is taken from the

December 2006 Greenbook. To the extent that potential GDP growth is relatively slow-

moving, it seems plausible to expect little scope for revisions to the output gap in periods

near the end of our sample. We therefore compute a second set of summary statistics that

only use data through the December 2004 Greenbook; using this date ensures that at least

two NIPA annual revisions separate the real-time gap estimates in the latter portion of the

sample from the final gap estimates. These statistics are shown in Table 1 in line 2 (for

the real-time gaps) and line 4 (for the final gap estimates); as can be seen, the change in

the mean and variability of the gap revisions that results from shortening the sample in

this manner is extremely small.9

9In addition, the results obtained by using the univariate detrending procedures considered by Or-
phanides and van Norden (2002) are also little changed when at least two years separate the real-time
and final gap estimates—compare the upper and lower panels of Table 2.
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IV Using Real-Time Gap Estimates for Inflation Forecasting

We now consider whether the uncertainty associated with current and future values of the

Greenbook output gap affects its usefulness as a predictor of inflation. Specifically, we fit

Phillips curve models that relate core PCE price inflation (expressed at an annual rate) to

six of its own lags (with the lag coefficients constrained to sum to one, but not otherwise

restricted) and to the contemporaneous and once-lagged value of share-weighted relative

core import price inflation.10 In contrast to many commonly used empirical Phillips curve

specifications, we do not include the relative rates of food and energy price inflation in

our model.11

The starting date for the estimation is 1975:Q1 (this is dictated by the availability of

historical data on the real-time output gap). For a real-time gap estimate from a Green-

book forecast in quarter(t+1), we estimate the model through quartert and then compute

dynamic out-of-sample simulations at various horizons using the projected path of the gap

from that vintage of the Greenbook. Note, however, that we use themost recentvintages

of core PCE and import prices in the regression; implicitly, we seek to assess how well

the Federal Reserve’s output gap estimates predict the economy’s “true” rate of core infla-

tion, where we assume that the true inflation rate is capturedby the most recent vintage of

NIPA data. We present results for three forecast horizons: two quarters ahead, four quar-

ters ahead, and six quarters ahead; in addition, we use the simulated values to compute

10Our choice of lag length is informed by applying the Schwarz information criterion to the full-sample
model that uses the final estimate of the output gap. The relative import price term is defined as the an-
nualized percent change in time-t core nonfuel import prices less the time-(t − 1) rate of core PCE price
inflation, weighted by the two-quarter moving average of theshare of nominal core imports in nominal core
PCE. In addition, we add 0.75 percentage point to core PCE inflation in 2001:Q3 (and deduct a correspond-
ing amount in 2001:Q4) to control for the swing in inflation that was induced by the Bureau of Economic
Analysis’s treatment of insurance payments related ot the September 11th terrorist attacks.

11We omit these other relative price terms because our estimation period excludes the first energy- and
food-price shocks of 1973 and 1974. In addition, as Hooker (2002) documents, energy prices (specifically,
oil prices) play essentially no role in Phillips curve models of core inflation after 1981.
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the average inflation rate over the next four quarters.

The forecasts from our baseline Phillips curve model (usinga real-time output gap)

are then compared to corresponding out-of-sample projections from four other models:

• An identical Phillips curve specification that uses the “final” estimate of the GDP

gap (that is, the GDP gap from the December 2006 Greenbook) and that there-

fore assumes that the future path of the gap is available for constructing the model

forecasts of inflation;

• A specification that omits the GDP gap but is otherwise identical to the baseline

model (with six lags of inflation whose coefficients are constrained to sum to unity

and the current and once-lagged value of the relative core import term);

• A univariateAR(6) specification in which core PCE price inflation is related to six

of its lags, with the sum of the coefficients on lagged inflation constrained to equal

one; and,

• A univariateAR(6) specification in which the sum of the inflation lags is unre-

stricted.12

Note that the last three specifications use no real-time data(again, the most current vin-

tages of core PCE and import prices are employed); however, inevery quarter two (iden-

tical) forecasts are generated for each equation in order tomimic the output from the

models that use real-time estimates of the gap.

Table 4 gives the RMSE for each model over the various projection horizons. Compar-

ing the top two rows of each panel reveals that using the real-time estimates and forecasts

12For the unrestrictedAR(6) model, the sum of the coefficients on lagged inflation is relatively stable
and close to one, ranging from 0.91 to 0.93 over the period we consider.
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of the GDP gap in lieu of the final estimate has almost no effecton forecast accuracy.

That said, models that condition on a measure of the GDP gap improve only slightly on

the unconstrained univariate model of inflation (note that even the final estimate of the gap

only contributes about a percentage point to the equation’sR2 value in the full sample).

We would emphasize that we attribute no significance to the fact that the Phillips curve

models do slightly better than the unrestricted autoregressive model: Because we treat the

path of import prices as known over the forecast period, we are providing these models

with an important informational advantage. Rather, the result that we would highlight

here is that there is essentially no reduction in forecasting performance from using the

real-time gap measure in the Phillips curve model as opposedto the final gap estimate, as

can be seen from a comparison of lines one and two of Table 4. (Bycontrast, Orphanides

and van Norden, 2005, find that real-time estimates of the statistical gap measures that

they consider do significantly less well in predicting inflation than do the corresponding

final or “ex post” gap estimates.)

These results also reveal an interesting relationship among the variables in the model.

As can be seen from Table 4, merely omitting the gap yields a noticeable deterioration

in forecast performance. Likewise, omitting import pricesbut keeping either the final or

real-time gap (not shown) results in a large increase in the forecast RMSE. In addition,

imposing that the sum of the coefficients on lagged inflation equals one in the univariate

model also acts to reduce its forecast accuracy. The sensitivity of the model’s forecast-

ing performance to these modifications is somewhat surprising given thatjointly these

three elements of the specification—imposition of a unit coefficient sum and inclusion

of an output gap together with an import price term—appear tocontribute very little to

the overall model’s forecasting performance (the RMSEs fromthe full model using the
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final estimate of the output gap are quite close to those from the unconstrained univariate

AR(6) model).

V Conclusions

The results presented in Section III suggest that the conclusions found in Orphanides (1998)

and Orphanides and van Norden (2002) regarding the reliability of output gap measures

in real time are too pessimistic along at least one dimension. Over a nearly decade-

long period, staff at the Federal Reserve Board produced estimates of the output gap

whose revision properties were considerably better than those found by Orphanides and

van Norden for the statistical gap measures that they considered, as well as being con-

siderably better than the earlier Federal Reserve output gapestimates that Orphanides

examined. Importantly, these more-recent estimates were constructed during a period in

which the Federal Reserve staff were attempting to identify and incorporate the effects

of a perceived shift in trend productivity growth; in addition, the improvement that we

observe for the Greenbook output gap estimates is not sharedby gap measures obtained

under alternative, purely statistical detrending methods. Hence, our finding provides cir-

cumstantial evidence of an improvement in the procedures used by the Fed to estimate

potential output and the GDP gap.

Our results regarding the usefulness of gap estimates for inflation forecasting are in

closer agreement with Orphanides and van Norden (2005), in that we find that it is not

really possible to improve on the forecasting performance of a simple univariate model

with a gap-based model. However, in contrast to these authors’ findings, our result does

not appear to stem from difficulties associated with measuring the output gap in real time:

Phillips curve models based on real-time gap measures perform about as well as models
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based on a full-sample gap. Instead, we view our result as reflecting the general decline in

the forecastability of inflation in recent decades (particularly by gap-based models) that

has been documented by Stock and Watson (2007, 2009).

On balance, our results suggest that the output gap can serveas a useful input to

the policy process. Although the gap measures we consider cannot be used to improve

inflation forecasts, real-time estimates of the gap appear to provide a reasonable charac-

terization of the current state of real activity in the economy. Such a gauge is necessary

for a central bank like the Federal Reserve, whose statutory mandate requires it to aim

for maximum sustainable output growth and employment as well as stable prices; simi-

larly, some sort of output gap measure is also necessary for any central bank that seeks to

implement a Taylor-type monetary policy rule.

Of course, it remains to be seen whether the improvement in output gap estimation

that we document will prove to be a durable phenomenon. The U.S. economy has recently

undergone a once-in-a-generation upheaval that caught many analysts by surprise and

whose longer-term effects—if any—are still unknown. As additional real-time estimates

of the Federal Reserve Board’s output gap become publicly available, it will be interesting

to see whether the reliability of these gap estimates will bemaintained.
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Table 1: Statistics on Greenbook Output Gap Revisions and “Final” Estimates

Noise-signal ratios
Mean Std. dev. RMSE Std. dev. RMSE

Greenbook output gap revisions

1. Full sample, 1996-2006 −0.04 0.71 0.71 0.47 0.47
2. Through Dec. 2004 GB −0.15 0.73 0.74 0.45 0.45

Memo: “Final” gap estimates

3. Full sample, 1996-2006 0.25 1.50
4. Through Dec. 2004 GB 0.29 1.64

Note: “Final” estimates replicate observations in individual quarters for comparability
with real-time estimates (see text for details). Full sample contains 84 observations; sam-
ple through December 2004 Greenbook contains 69 observations.
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Table 2: Noise-to-Signal Ratios from Statistical Detrending Procedures

Hodrick- Broken Quadratic Linear Harvey-
Prescott Trend Trend Trend Watson Clark

I. Using last vintage of data for “final” gap estimate

A. Based on standard deviation of revisions

1. 1980-1992 1.10 0.62 0.40 0.72 0.77 0.78
2. 1996-2006 1.03 1.11 0.61 1.17 0.59 0.71

B. Based on RMSE of revisions

3. 1980-1992 1.10 1.13 0.47 1.15 1.26 0.77
4. 1996-2006 1.03 1.45 1.58 1.43 0.77 0.70

II. Using data vintage from two years after sample’s end for “final” gap estimate

A. Based on standard deviation of revisions

1. 1980-1992 1.08 0.52 0.47 0.67 0.75 0.76
2. 1996-2006 1.01 1.04 0.43 1.13 0.52 0.70

B. Based on RMSE of revisions

3. 1980-1992 1.08 1.53 0.60 1.49 1.25 0.75
4. 1996-2006 1.00 1.57 1.60 1.56 0.79 0.69
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Table 3: Autocorrelation of Gap Revisions, Statistical Detrending Procedures

Hodrick- Broken Quadratic Linear Harvey-
Prescott Trend Trend Trend Watson Clark

1. 1980-1992 0.92 0.95 0.83 0.93 0.93 0.87
2. 1996-2006 0.92 0.94 0.93 0.94 0.93 0.88
3. 1999-2006 0.93 0.68 0.89 0.63 0.89 0.90

Table 4: Root Mean Square Forecast Errors from Core PCE Models

2Q ahead 4Q ahead 4Q ave. 6Q ahead

Model with final gap 0.47 0.47 0.30 0.49
Model with real-time gap 0.48 0.48 0.32 0.49
Model excluding gap 0.60 0.67 0.50 0.78
AR(6) model (coeff. sum = 1) 0.59 0.68 0.48 0.81
UnconstrainedAR(6) model 0.53 0.53 0.37 0.57

Memo:
Number of observations 81 77 77 73
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