
Finance and Economics Discussion Series
Divisions of Research & Statistics and Monetary Affairs

Federal Reserve Board, Washington, D.C.

Bank Failures, Capital Buffers, and Exposure to the Housing
Market Bubble

Gazi I. Kara and Cindy M. Vojtech

2017-115

Please cite this paper as:
Kara, Gazi I., and Cindy M. Vojtech (2017). “Bank Failures, Capital Buffers, and
Exposure to the Housing Market Bubble,” Finance and Economics Discussion Se-
ries 2017-115. Washington: Board of Governors of the Federal Reserve System,
https://doi.org/10.17016/FEDS.2017.115.

NOTE: Staff working papers in the Finance and Economics Discussion Series (FEDS) are preliminary
materials circulated to stimulate discussion and critical comment. The analysis and conclusions set forth
are those of the authors and do not indicate concurrence by other members of the research staff or the
Board of Governors. References in publications to the Finance and Economics Discussion Series (other than
acknowledgement) should be cleared with the author(s) to protect the tentative character of these papers.



Bank Failures, Capital Buffers, and Exposure to the Housing

Market Bubble

Gazi I. Karaa and Cindy M. Vojtecha,∗

aFederal Reserve Board

November 24, 2017

Abstract

We empirically document that banks with greater exposure to high home price-to-income
ratio regions in 2005 and 2006 have higher mortgage delinquency and charge-off rates and
significantly higher probabilities of failure during the last financial crisis even after controlling
for capital, liquidity, and other standard bank performance measures. While high price-to-
income ratios present a greater likelihood of house price correction, we find no evidence that
banks managed this risk by building stronger capital buffers. Our results suggest that there is
scope for improved measures of mortgage loan risk that could be considered for regulatory and
risk management applications.

JEL: G01 G21 G28 R31
Keywords: Residential real estate, bank failure, credit risk, mortgage risk

∗Address: 20th and Constitution Ave. NW, Washington, DC 20551. E-mails: Gazi.I.Kara@frb.gov and
Cindy.M.Vojtech@frb.gov. The idea for this paper emerged during our conversations with Christoph Ungerer. We are
grateful for his contributions during the initial stage of this project. We thank William Bassett, Andrew Cohen, Filip
Zikes, Levent Altinoglu, and seminar participants at the Federal Reserve Board and Georgetown Center for Economic
Research 2017 Conference for helpful comments. Excellent research assistance was provided by Justin Shugarman
and Margaret Yellen. The views expressed in this paper are those of the authors, and not necessarily those of the
Federal Reserve Board or their respective staffs.



1 Introduction

The financial crisis was marked by a large decline in residential housing prices which led to many

short sales, foreclosures, and houses with negative equity. Given the large number of subsequent

bank failures, one might believe that residential mortgage losses were the prime driver. Surprisingly,

research on banking failures that has used traditional mortgage exposure measures generally dis-

misses any significant contribution from residential mortgage exposures during the financial crisis of

2007–09. The standard mortgage exposure measures used in these studies, however, do not account

for the riskiness of the loans held on balance sheet. Thus, it may make sense to consider measures

of mortgage risk used by the real estate industry in assessing the effect of mortgage exposures on

bank failures. The challenge for assessing the mortgage risk in the banking industry is that many

measures are not available at the bank level, or if they are, they are not available across all banks.1

This paper develops a bank level mortgage risk measure covering most of the industry by

combining geographic measures of risk and Home Mortgage Disclosure Act (HMDA) data to identify

the geographic exposures of a bank. Our baseline results use the home price-to-income (PTI) ratio

at the county level to capture the risk of mortgages originated in that location. We then combine

this ratio with the geographic distribution of mortgages originated and held by each bank in our

sample to create a bank-specific mortgage exposure measure. We empirically document that banks

that have greater exposure of mortgages to high PTI regions have higher mortgage delinquency and

charge-off rates and significantly higher probabilities of failure even after controlling for capital,

liquidity, and other standard bank performance measures. Thus, our results suggest that there is

scope for improved measures of risks associated with residential mortgage lending that could be

considered for regulatory and risk management applications.

We calculate a bank level weighted PTI in a given year using each bank’s mortgage originations

by county over the past three years as weights. PTI is a good indicator of risk across markets and

through time because it links the asset value to fundamentals. The value of a house should be

related to the stream of housing services it provides. Davis and Ortalo-Magne (2011) document

that housing services tend to be a constant fraction of household income. If prices are growing faster

1For example, the FR Y-14 has mortgage loan level data with risk variables, but this regulatory form is only
required for bank holding companies subject to the stress tests run by the Federal Reserve. In addition, the data
have only been collected after the crisis.
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than household income, housing is becoming more unaffordable. PTI captures this risk because

PTI will also increase.

Historical evidence from several countries suggests that PTI, along with some other price-based

indicators such as the growth rate of house prices and the price-to-rent ratio, are good forward

looking measures of financial stability risk. Cross-country studies indicate that both the level

and the growth rate of PTI typically rises in the years ahead of major financial crises and signal a

build-up of vulnerabilities and imminent distress (BOE, 2016; ESRB, 2014). Even more, during the

financial crisis in the United States, our sample of county-level data shows that a large deviation of

house prices from the fundamentals such as household income is associated with bigger corrections

in house prices and employment.

We first show that PTI captures mortgage risk by showing that banks with high exposure to

PTI in 2005 and 2006 have higher mortgage delinquencies and ultimately charge-offs during and

in the early aftermath of the 2007–09 financial crisis. Though most studies use RRE loans as

a percent of assets to control for mortgage exposures, this measure is not positively related to

mortgage delinquency rates and charge-offs in the crisis episode.

With this relationship between PTI exposure and RRE asset quality established, we examine the

relationship between exposure to PTI in 2005 and 2006 and bank failures in the 2008–11 period.2

In particular, we run probabilistic regressions of a failure indicator on common bank performance

measures and focus on the interaction term between PTI exposure and residential mortgages. We

show that banks with large exposures to high PTI counties are more likely to fail, and as expected,

PTI exposure is a better predictor of bank failure than just using RRE loans held on balance sheet.

While PTI exposure is a good proxy for actual mortgage risk, our results confirm existing studies,

finding that high CRE exposure and low regulatory capital were also significant drivers of bank

failure during the last crisis.

We also show that banks that experienced large increases in PTI exposure before the crisis

did not increase their capital buffers relatively more to counteract this extra risk. Given that

regulatory capital risk weights for mortgages generally do not depend on the characteristics of a

bank’s mortgage portfolio under Basel, this result is not surprising.

2While the financial crisis is often dated as 2007–09, the significant increase in bank failures lagged a bit and
began in 2008.
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Finally, our results may help inform macroprudential regulations that have been, and are being,

enacted to address financial stability concerns emanating from the real estate sector. Macropruden-

tial tools that focus on the real estate lending are broadly grouped into two categories: instruments

that target lenders and those that target borrowers (ESRB, 2014). In this paper, we focus on

instruments that target a particular type of lender, that is, banks. By incorporating mortgage

risk measures such as PTI, banks and regulators can monitor building vulnerabilities in the bank-

ing system. One way to do this would be to explicitly relate mortgage risk weights to forward

looking risk measures such as PTI. Alternatively, if banks track PTI exposure for their mortgage

portfolio, they may better monitor risk and be positioned to take appropriate steps to hedge that

risk through, for example, building additional capital buffers and diversifying their RRE portfolios

along geographic lines.

The next section further discusses research on real estate risk, systemic risk, and bank failure.

Section 3 describes the data used in this paper and explains how to construct our primary measure

of mortgage risk. Section 4 explores the relationship between this risk measure and asset outcomes

such as delinquency rates. Subsection 4.2 specifically analyzes the relationship between mortgage

risk and bank failure. Section 5 contains the robustness tests. Section 6 then turns to capital and

discusses how macroprudential policies can improve building capital buffers for mortgage exposures.

Section 7 concludes.

2 Related Literature

Several studies have examined the underlying causes of the large number of bank failures in the

U.S. during the financial crisis.3 These studies have generally pointed to commercial real estate

(CRE) as being the primary driver of bank failures, while dismissing any significant contribution

from residential mortgage exposures. For example, the Inspector General of the Federal Reserve

Board concludes that the main driver of bank failure was rapid loan growth without matching risk

management expertise (FRB, 2011). Specifically, asset concentrations in CRE, especially loans to

support construction and land development (CLD), are identified as drivers of bank failure.

3The general insights from these studies are in line with an earlier literature that examined the bank and thrift
failures during the late 1980s and early 1990s (Thomson, 1991; Whalen, 1991; Wheelock and Wilson, 2000; DeYoung,
2003; Oshinsky and Olin, 2006, are some examples).
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While FRB (2011) is based on a relatively small sample of banks, similar conclusions are backed

by other broad-based research such as Cole and White (2012), Berger and Bouwman (2013), DeY-

oung and Torna (2013), and Antoniades (2016). Across these studies, real estate construction

and development loans, commercial mortgages, and multifamily mortgages are consistently associ-

ated with a higher likelihood of bank failure, whereas residential single-family mortgages are either

neutral or associated with a lower likelihood of bank failure. In particular, Cole and White (2012)

argue that exposures to the residential mortgages, especially to “toxic” residential mortgage-backed

securities (MBS) and subprime mortgages, were not among the primary culprits for bringing down

nearly 300 commercial banks during 2008–10. Whereas Antoniades (2016) only finds some marginal

effect of private-level MBS held by large banks (assets greater than $1 billion). The measured im-

pact of residential real estate (RRE) loans in these and similar bank failure studies is relatively

small for two main reasons: 1) banks offloaded a large amount of RRE risk by selling them into se-

curitization structures (Mian and Sufi, 2009; Loutskina and Strahan, 2009; Demyanyk and Hemert,

2011), 2) standard bank mortgage measures do not account for the riskiness of the loans held on

balance sheet.

Berger and Bouwman (2013) and DeYoung and Torna (2013) also construct somewhat similar

measures to ours for residential mortgage exposures, but there are crucial differences which lead

to different conclusions. To control for banks’ exposures to the residential housing market, they

both calculate weighted-average house price growth for each bank using deposits in each state as

weights. Berger and Bouwman (2013) analyze bank failures in the United States over a longer

horizon between 1984 and 2010, and they do not find any significant effect of this index on the

survival probability of banks. Meanwhile, DeYoung and Torna (2013) focus on the last crisis and

find that stronger home price appreciation tends to reduce the probability of bank failure. Our

results differ in part because we do not just focus on house price growth but PTI. Growth is good

for collateral values, but unsupported growth is not sustainable and will eventually correct. Second,

we use the location of the actual mortgages not the location of branch deposits to calculate each

banks’ exposure to housing market developments. Third, we use data at the more granular county

level. In fact, Mian and Sufi (2009) show that using data at the state level instead of at the local

level (ZIP code) for the financial crisis can lead to opposite conclusions.

Additionally, Mian and Sufi (2009) show that mortgage defaults during the 2007–09 crisis in the
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United States were concentrated in ZIP codes that experienced a much larger growth of mortgage

credit between 2002 and 2005 without improving fundamentals such as higher income growth. In

fact, the authors show that during the boom period there was a negative correlation between credit

growth and income growth. This fact leads to higher home price growth in ZIP codes with high

concentrations of borrowers with low credit scores despite lower relative or in some cases absolute

income growth. Their analysis indicates that a growth in house prices faster than what could be

justified based on fundamentals, such as income, is a harbinger of increased probability of defaults.

More broadly, a large number of studies focusing on early-warning systems, especially after the

financial crisis, show that house price growth is a strong predictor of banking crises historically

(Barrell et al., 2010; Borio and Drehmann, 2009; Claessens et al., 2010; Drehmann et al., 2010;

Mendoza and Terrones, 2008; Riiser, 2005). Cross country analyses by the European Systemic Risk

Board and Bank of England show that both house price growth and PTI are robust predictors of

banking crises (ESRB, 2014; BOE, 2016). A more recent and detailed study by Kalatie, Laakkonen

and Tölö (2015) uses data from 28 European Union countries and span the time period 1970–2012.

Importantly, the study shows that PTI outperforms transformations of the house price-to-rent ratio

or real house prices as an early warning signal for banking crises.

3 Data and Measuring Mortgage Risk

In this section, we discuss our main data sources: Home Mortgage Disclosure Act, bank financial

statements, house price data, and income data. In addition, we use bank failure data from the

Federal Deposit Insurance Corporation (FDIC). At the end of the section, we show how PTI

exposure is constructed. Variable definitions are provided in table 1.

3.1 The Home Mortgage Disclosure Act (HMDA)

The Home Mortgage Disclosure Act of 1975 is a law requiring most banks, savings and loan as-

sociations, credit unions, and consumer finance companies to report every mortgage application

received. As a result, the data provide substantial coverage of the United States mortgage market.

Avery, Brevoort and Canner (2007) estimate that HMDA covers approximately 80 percent of all
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home lending nationwide in 2006.4 The mandatory reporting threshold for depository institutions

has changed over time but includes almost all commercial banks. Any bank with assets above

$44 million, with a branch in a metropolitan statistical area (MSA), and that originated at least

one mortgage loan had to file a HMDA report in 2015.

HMDA data include county and state codes to determine the location of the home. For baseline

testing, we use only data on originated and purchased loans that are kept (not sold in the same

year). The loan amount is used to weight PTI in each geographic area (county). To exclude outliers,

individual mortgage loans with amounts that are smaller than $10,000 or larger than $10 million

are dropped.

3.2 Bank Financial Statements

Each quarter commercial banks must file either “Consolidated Reports of Condition and Income for

a Bank with Domestic and Foreign Offices” (FFIEC 031) or “Consolidated Reports of Condition

and Income for a Bank with Domestic Offices Only” (FFIEC 041). These reports (hereafter, “Call

Reports”) provide detailed financial statements.

In order to capture risks associated with bank failure, we use Call Report data to construct

variables often used in prior research that are also proxies for the CAMELS ratings (Berger and

Bouwman, 2013; Antoniades, 2016).5 These variables should control for idiosyncratic causes of

bank insolvency or general risk taking at the bank level. In addition, we construct variables that

capture asset concentration risk, namely CRE loans given the findings of prior research. Table 1

provides more detail on how the control variables are constructed. Call Reports also contain data

on asset quality such as delinquency rates and net charge-offs. These variables are used as outcome

variables to assess whether PTI exposure captures mortgage risk. We match annual HMDA data

to Call Reports filed by commercial banks every December for the period between 2000 and 2013.

The sample used in baseline testing excludes banks that have total assets below $50 million,

banks that disappear from the sample before December 2011 but did not fail,6 and banks that enter

the sample in 2005 or later. We also drop banks that do not file a HMDA form. The resulting

4See Avery et al. (2007) for an extensive discussion of HMDA data.
5The CAMELS rating system is used by bank examiners to assess the safety and soundness of a bank. More

specifically, CAMELS is an acronym of six measures: 1) capital adequacy, 2) asset quality, 3) management, 4)
earnings, 5) liquidity, and 6) sensitivity to market risk.

6These “missing banks” are generally due to mergers and acquisitions or a bank changing its charter.
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sample contains about 2,500 unique banks.

3.3 House Price and Income Data

The baseline results presented in this paper use house price data from Moody’s. Moody’s is slightly

preferred to other data sources because it has better coverage of counties. We separately test using

house price data from CoreLogic and Zillow to confirm our results. We obtain annual median

household income data at the county level from the Census Bureau.

3.4 Price-to-Income (PTI)

PTI is the primary mortgage risk measure used in this paper. It is calculated at the county level

as the median house price divided by the median household income. PTI has the advantage over

other measures as being based on good quality data that are available for most housing markets.

As discussed above, the ratio ties house prices to asset pricing fundamentals and has been shown

to outperform other measures such as the house price-to-rent ratio or real house prices as an early

warning signal for banking crises (Kalatie et al., 2015). PTI is also widely used by the real estate

industry to assess risk (e.g., Shiller (2015)).

Figure 1 is a United States map showing the distribution of PTI across counties. The dark blue

regions indicate high PTI counties. The map shows that PTI was highest mainly in sand states

(California, Nevada, Arizona, Florida), western states such as Oregon and Washington as well as

states in the northeast. Figure 2 shows the change in PTI between 2006 and 2010. It is almost a

mirror image of the previous map. The biggest declines in house prices relative to incomes during

the crisis occurred generally in counties where house prices had shown the biggest deviations from

incomes in the pre-crisis period. Data show that the same counties were also more likely to have

larger unemployment rates and bigger declines in household incomes after the crisis. This evidence

suggests that PTI is a good predictor of vulnerabilities in the housing market.

To measure PTI exposure precisely at the bank level, one would need to know every mortgage

that a bank has on balance sheet. HMDA data just report which mortgages a bank originated and

kept in that year. Mortgages can be sold off or repaid in subsequent years. For instance, early

prepayments are generally done by refinancing a mortgage. In order to get a good estimate of

a bank’s market exposure while controlling for early prepayments, we construct a weighted PTI
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exposure measure using the last three years of mortgage data in HMDA. In particular, bank i’s

PTI exposure is calculated as follows:

PTIi,t =
C∑
c=1

wi,c,t × PTIc,t, (1)

where

c = the county; t = year,

wi,c,t =
loans kepti,c,t→t−2

loans kepti,t→t−2

= the percent of mortgage lending to county c based on the dollar amounts

of kept owner-occupied mortgages for the past three years at bank i, and

PTIc,t = the median price-to-household income of county c in year t.

3.5 Summary statistics

Table 2 shows the summary statistics for PTI exposure and bank control variables at the end of

2005 and 2006. All balance sheet measures are divided by total assets, except nonperforming loans

are divided by loans and size is the natural log of total assets. All variables are winsorized at the

1 percent and 99 percent levels. The data indicate that the average PTI exposure across the banks

in our sample was around 3.7 in 2005. This ratio was already leveling off in 2006.

The table also includes the means of these variables for banks that failed between 2008 and

2011 and for those that did not fail, and reports the results of a t-test of the mean differences

between the two groups (columns (5) and (10)). Notice that failed banks had significantly higher

PTI exposure in 2005 and 2006. Interestingly, the ratio of total traditional home mortgage portfolio

to total assets was significantly smaller for failed banks, indicating that this may not be a good

measure of mortgage risk. The table shows significantly higher exposures to on- and off-balance

sheet CRE exposures for failed banks (the last two variables in the table). Failed banks were also

larger on average, and they had less stable sources of funding, smaller cash buffers, more illiquid

assets, and larger credit lines.
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4 Empirical Results

4.1 Testing Mortgage Risk Measures: RRE Delinquencies and Charge-offs

To demonstrate that PTI exposure is a good measure of ex post mortgage risk, we test the relation-

ship between PTI exposure and ultimate RRE loan delinquencies and net charge-offs.7 Specifically,

we test the relationship between PTI exposure during the build-up phase of the crisis and RRE

loan outcomes several years later.

Table 3 reports the delinquency results. Columns (1)–(3) show the results of regressing RRE

delinquency rates (delinquent RRE loans divided by total RRE loans) in 2009 on variables from

2005. Columns (4)–(6) use control variables from 2006.8 In the first specification, the control

variables include exposure to traditional home mortgages (RRE loans divided by total assets) and

bank size (natural logarithm of total assets). In the next specification, PTI exposure is added, and

in the last, the traditional home mortgages variable is removed.

As expected, the coefficient on PTI exposure is positive and significant. Banks with mortgage

exposure to high PTI markets had higher delinquency rates in subsequent years. Using the point

estimate on the interacted term and average PTI exposure in 2005 provides an estimated delin-

quency rate of 0.018 (=3.671*0.005). Given that the average delinquency rate in 2009 was 0.026,

PTI exposure is estimating approximately 70 percent of the measure. Also notice that adding

PTI exposure markedly improves the the performance of the regressions in terms of R-squared.

Meanwhile, across all of the specifications, the coefficient on traditional home mortgages is nega-

tive. Banks with a larger share of mortgages on their balance sheet actually had, on average, lower

delinquency rates during the crisis. This variable does not appear to be proxying for mortgage

risk as much as it is controlling for a bank’s business model. Banks that have relatively large

mortgage lending operations did not have large losses. The coefficient on bank size is positive and

significant in the simple regression (columns (1) and (4)) but loses significance after PTI exposure

is added. These results are consistent with larger banks generally taking more mortgage risk and

PTI exposure appropriately capturing that risk taking.

Table 4 reports similar regressions as table 3 but replaces the left hand side variable of RRE

7Delinquencies are defined as RRE loans that are more than 30 days past due or are nonaccrual.
8Testing 2010 outcomes on variables in 2005 or 2006 produce similar results.
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delinquency rate with cumulative RRE net charge-offs between 2008 and 2011 (that is, sum of net

charge-offs between 2008 and 2011 divided by RRE loans). Once again, the coefficient on traditional

home mortgages is negative. Basic on-balance sheet mortgage measures do not capture risk. In

contrast, higher values of PTI exposure are associated with higher charge-offs between two and five

years later. Note that again PTI exposure significantly improves the R-squared. In addition, taking

the point estimate and the average PTI exposure provides an estimated cumulative charge-off rate

of 0.040 (=3.671*0.011). The average cumulative charge-off rate was 0.043.

4.2 Bank Failures

Because we have established that PTI exposure captures mortgage risk, we now examine if the

measure is useful in explaining bank failures. Summary statistics in table 2 show that failed banks

had significantly higher PTI exposure in 2005 and 2006. Figure 3 plots the median PTI exposure

for failed and survived banks between 2000 and 2008. The figure shows that banks that failed

during the crisis already had higher PTI exposure in 2000, and this gap widened until right before

the crisis in 2006. In this section we test whether PTI exposure is a significant predictor of bank

failures after controlling for important bank risk characteristics.

Our main specification for the probability of a bank failing is:

Yi = α+ β1PTIi + β2PTIi ∗ RRE + β3RRE + γXi + εi, (2)

where Yi is a dummy variable that is equal to 1 if bank i fails between 2008 and 2011, RRE is

traditional home mortgages as used above, and Xi is a vector of controls for bank characteristics.

The coefficient of interest is β2. While PTI exposure captures risk, it is the interaction between

that risk and the total balance sheet exposure that is of interest. Given that higher PTI exposure

indicates higher risk, the expected sign on the interacted term is positive. Note that this specifica-

tion is a cross-sectional regression. We run separate regressions during the years leading up to the

financial crisis.

We estimate this binary dependent variable model using a logistic regression.9 Results are

shown in table 5, which reports the average marginal effects. Columns (1)–(3) use a benchmark

9The main conclusions of the results are similar if a probit regression is used.
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specification using three different years: 2005, 2006, and 2007. This benchmark includes variables

used in the previously discussed literature. Importantly, the results in the first three columns

confirm the findings in those studies. When residential mortgage risk is measured by the size of

the mortgage book alone (traditional home mortgages), it is an insignificant predictor of bank

failures. Columns (4)–(6) present our baseline specification that adds PTI exposure and PTI

exposure interacted with traditional home mortgages. Across all three years, the coefficients on

the interaction term is significant, with a p-value ranging from 0.006 in 2005 to 0.029 in 2007.

This result suggests that banks with large residential mortgage exposures concentrated in over

appreciated housing markets were more likely to fail during the crisis. Meanwhile, the coefficient

of traditional home mortgages becomes negative and significant, which indicates that banks with

a large mortgage business were generally solvent as long as they were well diversified or did not

concentrate most of their business in high PTI counties.

Both the benchmark and baseline specifications also include proxies for CAMELS measures. In

particular, we include the equity ratio for capital adequacy ; nonperforming loans to total loans for

asset quality ; efficiency ratio (ratio of revenue to operational expense) for management capability ;

return on assets (ROA) for earnings; cash ratio, money market assets, and illiquid assets to total

assets for liquidity ; and core deposits ratio for sensitivity to interest rates. We also include other

important risk characteristics such as size, unused lines of credit to total assets, and additional

real estate controls such as on- and off-balance sheet CRE exposures and home equity loans. The

results are consistent with the findings in the literature, such as Cole and White (2012), Berger

and Bouwman (2013), and Antoniades (2016), and indicate that banks that relied less on stable

sources of funding, such as equity capital and core deposits and instead relied more on brokered

deposits and commercial paper, were more likely to fail during the crisis. Furthermore, smaller

cash buffers, more illiquid assets, bigger credit lines, and more nonperforming loans increased the

probability of failure. Finally, as shown in prior research, CRE exposure is an important predictor

of bank failure. The coefficients on both CRE loans and CRE commitment loans are positive and

statistically significant.
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4.3 Economic Significance

The average marginal effects reported in table 5 do not reveal the economic significance, and the

coefficients are not comparable across variables as each variable has a different distribution. To test

the economic significance of these results, we do the following exercise: For each variable that enters

the logit regression with a positive and significant coefficient, we set the value of each observation

to the 25th quartile of this variable. We keep all other variables at their original values. One

exception to this rule is when we change the PTI exposure to the lowest quartile, we also recalculate

the interaction of PTI exposure with traditional home mortgages. Therefore, the reported effect

of PTI exposure is the sum of the direct effect of PTI exposure and the indirect effect that comes

from the interaction of PTI exposure with traditional home mortgages. In this experiment, we

keep the traditional home mortgages at their original values, so that the test result measures the

effect of exposing banks to riskier housing markets while keeping their overall mortgage business

size constant. We then use the baseline regression results with household mortgage risk controls,

presented in columns (4)–(6) of table 5, to calculate the predicted probability of failure for each

bank.

For variables that enter the logit regression with a negative and significant coefficient, such

as traditional home mortgages, equity capital, and core deposits, we raise the values to the 75th

quartile of the distribution and repeat the exercise. For traditional home mortgages, this time we

keep PTI exposure stable but recalculate the interaction term after raising the values of traditional

home mortgages to its 75th quartile in a given year. Therefore, the reported values show the

sum of the direct and indirect effect of this variable through its interaction with PTI exposure.

Table 6 shows the results of this exercise. Reported values are the differences between the average

probability of failure under this exercise for each variable and the predicted probability of failure

from baseline specification, reported in the last row.

The test shows that reducing PTI exposure for each bank to the 25th quartile of its distribution

in the sample lowers the average probability of failure across banks by 2.02 percentage points in

2005, 2.19 percentage points in 2006, and 1.93 percentage points in 2007. This effect is economically

significant because it corresponds to an approximate 28 percent (2.02/7.33) reduction in the failure

rate. Meanwhile, increasing the traditional home mortgages to the 75th quartile of its distribution
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leaves the average probability of bank failure in 2005 almost unchanged because the indirect effect

coming from the interaction term cancels out the direct effect. However, this exercise lowers the

average probability of failure across banks by 0.75 percentage points in 2006 and 0.25 percentage

points in 2007.

To summarize all of these results, the economic significance of PTI exposure adjusted for ex-

posure is larger than that of equity capital and home equity loans, is close to the effect of core

deposits, but it is smaller than measures of CRE exposures. In fact, CRE exposures have the

largest economic significance among all variables, and this result is consistent with the literature.

However, unlike the results presented here, the literature dismisses any statistically or economically

significant effect of residential mortgage exposures on bank failures during the crisis.

5 Robustness Tests

5.1 Alternative Samples

In this section we subject our main bank failure results to a battery of robustness tests. First,

we show that results reported in table 5 are robust to changes in the sample. In table 7 we redo

the analysis with a variety of samples: include the small banks (under $50 million) in column

(1), exclude large banks (over $10 billion) in column (2), and change the time windows for bank

failures to between 2008 and 2013 in column (3). The general results still hold. We present the

results for 2006, but we obtain similar results for 2005 and 2007. In particular, the coefficient of

the interaction term between PTI exposure and traditional home mortgages remains positive and

significant. Its p-value increases when we include acquired banks indicating that the effect mainly

comes from failed banks not from those acquired during the crisis. The p-value also increases when

we exclude the large banks, but the coefficient is still significant at the 95 percent level, indicating

that our results are not driven by the large banks.
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5.2 Additional Controls

5.2.1 Local Economic Factors

It is possible that banks that operated in counties with overheated housing markets are more likely

to fail due to deteriorating local economic conditions that are not necessarily related to the housing

market developments. For example, these counties may experience shocks to their economy which

result in higher unemployment rates and lower incomes which then increases banks’ likelihood of

failure because of its exposures to this market through non-housing related credit such as business

loans, auto loans, personal loans, and credit card debt. Because we do not observe each bank’s

exposure to these products at the county level, we develop a proxy variable to control for local

non-housing related shocks that can affect banks.

We measure the size of the local economic shock by the change in the unemployment rate

between 2006 and 2009 at the county level. In order to obtain the part of this shock that is not

related to the developments in the residential housing market in the pre-crisis period, we obtain

the residuals from an OLS regression of the change in unemployment rate during the crisis on PTI

exposure using a cross-section of counties in 2005, 2006, and 2007. We then use the Summary of

Deposits data to calculate each banks’ exposure to this non-housing related local economic shock.

In particular, we calculate a weighted average shock for each bank using a bank’s deposits in each

county as weights. We then include this weighted shock as a control variable in our baseline logit

regression of bank failures. These robustness tests are presented in the first two columns of table 8.

While the coefficient on the local economic shock variable is positive and significant, the mortgage

risk measure also remains positive and significant.10

5.2.2 Mortgage Concentration

When considering the mortgage risk of a bank, it may also be important to consider how geograph-

ically concentrated a bank is. A bank that only has exposure to a handful of counties may be more

at risk to local area asset bubbles. To control for this we also construct a mortgage concentration

10Results for 2007 are not reported in table 8 due to space constraints, but they are similar to 2005 and 2006.
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variable calculated like the Herfindahl-Hirschman Index (HHI) as

Mortgage concentrationi,t =
C∑
c=1

(
loans kepti,c,t→t−2

loans kepti,t→t−2

)2

(3)

for bank i in year t. As before, loans kept equals the dollar amount of loans originated and purchased

in a year and not sold. Because the mortgage concentration variable is higher for banks that hold

most of their mortgage loans in a small number of counties, the variable captures the extent to

which a bank can diversify its mortgage portfolio. We add this control to our baseline specification

and present the results in the last two columns of table 8. Our results remain largely unchanged.

The coefficient on the interacted term remains positive and significant and has a similar magnitude.

5.3 Other Possible Measures of Mortgage Risk

5.3.1 Considering Regional Dynamics of PTI

One main concern about using PTI as a regional mortgage risk measure is whether it would penalize

areas that tend to have high PTI. A sustainable level of PTI is determined by several factors such

as demographic and supply dynamics, changes in real interest rates, shifts in term or inflation

premia, and changes credit availability (BOE, 2016). As these underlying factors could differ

across regions, so can the sustainable level of the PTI. In fact, there are significant variations

across different geographies in the long-run averages of PTI and its deviation from this average in

a given year. For example, figure 4 plots the dynamics of PTI for four different states between

1990 and 2015. First, the figure shows that the level of PTI is significantly higher in California and

Florida throughout the period compared with West Virginia and Kansas. Second, there are some

regional trends that differ from the national average. For example, in West Virginia, PTI continues

to decline after the crisis in the first half of 2010s, whereas in the three other states it starts to

increase again in 2011 or 2012. Nevertheless, the substantial increase in the ratio at the onset of

the crisis and the collapse afterwards is common to almost all 50 states.

In order to address this concern that some areas have consistently higher PTIs, we re-estimate

our regressions for delinquency rates, charge-offs, and bank failures using the changes in PTI

exposure instead of the levels of this variable. In particular, we focus on two measures of change:
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deviation of current PTI exposure from a medium-run average of 8 years and average log-change

in PTI exposure in the past five years. We present the results with these alternative measures

in the first two columns of table 9. Our results remain robust to using these change variables:

the coefficients on the interaction between the new PTI exposure measure and traditional home

mortgages are positive and significant. In general, deviations from medium to long-run average

yield lower p-values compared with the average changes in later years. In particular, the coefficient

on the interacted term using average change is less significant in 2007 as house prices start to

decrease (not shown).

5.3.2 Price-to-Rent (PTR)

Alternatively, PTR could be used to capture mortgage risk across geographic markets. This measure

also ties house prices to market fundamentals, namely the price of a substitute good, rented housing

services. If house prices increase much more than rents, PTR increases, capturing evidence of miss-

pricing in the market. The weakness of this measure is data comparability. In many markets, the

houses that are rented are likely not representative of the houses that are owned. As a result, our

preferred measure is PTI. We nevertheless also repeat the analysis with PTR exposure instead of

PTI exposure. The results presented in column (3) of table 9 show that PTR also predicts bank

failures during the crisis. However, PTR exposure performs somewhat worse compared with the

PTI exposure based risk measures. For example, the interaction term for PTR is insignificant with

p-value of 0.17 in 2005 and only significant at 90 percent level with a p-value of 0.062 in 2007.

5.3.3 Alternative House Price Indexes and House Price Growth

We separately test using house price data from CoreLogic and Zillow to construct the PTI measure.

Zillow and Corelogic have smaller coverage of county level house prices compared with the Moody’s

data. Nevertheless, we obtain similar results using these alternative data sources. Results with

Zillow in 2006 are presented in column (4) of table 9.

Price growth could also be used to proxy for mortgage risk. However, this measure does not

control for market conditions, in particular, the driver of price increases. For example, price in-

creases due to economic growth are more sustainable than price increases driven by overly optimistic

expectations.
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6 Mortgage Risk and Macroprudential Policies

In this section we test to see how banks managed their mortgage risk. As mortgage risk was building

in the system, were banks individually accounting for this risk and increasing their capital? Figure

5 plots the relationship between PTI exposure and equity capital in the run up to the crisis. The

four charts show the plot separately for each year between 2004 and 2007. The red line is the

estimated regression line. The lines are generally flat, showing that the linear relationship between

PTI exposure and equity is effectively zero. While high PTI exposure presents a greater likelihood

of house price correction, we find no evidence that banks reacted to this vulnerability by bolstering

loss-absorption capacity.

This lack of capital build can partially be attributed to the notion that markets did not antic-

ipate an imminent house price correction in the 2000s. It may also reflect moral hazard—the fact

that banks expected to be bailed out by the government in case of a downturn and therefore did

not voluntarily provision for such a scenario. However, it may also reflect incentives created by

regulatory capital requirements in which differences in the quality of RRE portfolios across banks

can be obscured.11 The risk-weighting on most residential mortgages is 50 percent. Our results

suggest that there is scope for risk-weights that vary with the vulnerability of a bank’s mortgage

portfolio.

One way make RRE risk weights more risk sensitive would be to explicitly relate them to forward

looking measures of risk such as PTI. In fact, the European Union’s 2013 Capital Requirements

Regulation (CRR) law allows national authorities to set risk weights up to 150 percent for real estate

exposures due to financial stability concerns. More specifically, the article allows setting higher risk

weights for different loans, where geographic area is one factor. Higher risk weights based on

forward looking measures such as PTI would also address overheating in specific housing markets

that may develop into systemic risk concerns (ESRB (2014), p. 59). Indeed, several countries have

begun using PTI in determining macroprudential policies. For example, the Financial Stability

Committee of the United Kingdom includes PTI among the core real estate indicators used in

adjusting housing policy instruments such as LTV and DTI limits. The European Systemic Risk

11Basel II, which allows large and internationally active banks to implement internal risk models to calculate
required regulatory capital under the advanced approach, was not fully implemented in the U.S. before the crisis.
The effective date was April 1, 2008.
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Board (ESRB) also lists PTI among a list of promising indicators that can be monitored by national

authorities to adjust macroprudential policies directed at the real estate sector.

Using macroprudential policy instruments that target banks by relating risk weights to PTI

may pose its own set of issues, but it does have some advantages over policy instruments that set

limits on loan characteristics such as LTV and borrower DTI. First, higher risk weights have a

clear effect on bank resilience and can target specific regional real estate markets. Second, LTV

and DTI limits are subject to frontloading of loan applications in anticipation of the enactment of

or changes in the limit. Third, individual limits are easier to manipulate by banks for example by

overvaluing the property in the case of LTV limits or by increasing the maturity of loan in the case

of debt-service-to-income caps (ESRB, 2014).

There may also be other areas where PTI can be used to measure mortgage risk, and these

could include regulatory and company-run stress tests. Bank internal risk measures can similarly

account for local area effects specific to their geographic markets. By using measures like PTI,

risk managers can account for local area miss-pricing as well as economic conditions. Notice that

county level PTI is easy for a bank to calculate and can capture varying risks for specific mortgage

portfolios. In addition, while our measure was limited to mortgages originated in the last three

years, the bank can calculate a more precise measure of risk using the exact composition of its

portfolio. If banks appropriately measure mortgage risk, they can take steps to hedge that risk. In

the cross-section, that could push banks with more vulnerable mortgage portfolios to build stronger

capital buffers.

7 Conclusion

During and following the crisis, hundreds of banks failed. The financial crisis was marked by a large

decline in residential housing prices which led to many defaults, foreclosures, and bankruptcies.

However, research has generally found commercial real estate to be the primary driver of bank

failures, while dismissing any significant contribution from RRE exposures. We provide evidence

that this result in the literature may be attributable to the fact that RRE exposure is generally

measured by mortgage loans or MBS held on balance sheet, which does not account for real financial

risk from the underlying asset, namely the deviation of assets prices from fundamentals. Our
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measure of residential mortgage risk, which is based on direct exposure to counties where house

prices have grown faster than household income, is significant in predicting bank failure, RRE

delinquencies, and RRE charge-offs. Because PTI exposure can be calculated for nearly every

bank that holds residential mortgages, it can be used to identify growing vulnerabilities in the

financial system and to assess the possible effects of a housing price correction in specific markets.

In addition, we find that banks that experienced large increases in PTI exposure before the crisis

did not increase their capital buffers relatively more to counteract this extra risk. Therefore, our

results suggest that it could be appropriate to consider regulation that would provide stronger

incentives to build capital against vulnerable mortgage portfolios.
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Figures and Tables

Figure 1: Banks’ Exposure to Mortgage Risk 2006

Figure 2: Change in the Price-to-Income between 2006 and 2010
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Figure 3: Banks’ Exposure to the Mortgage Risk and Failures
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Figure 4: Price-to-Income 1990–2015
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Figure 5: Equity Capital and Banks’ Exposure to Mortgage Risk
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Table 1: Variable Definitions

Variable Definition

Price-to-income A median house price to median household income ratio is calculated annually
for each county. The weights for each bank are based on the dollar amounts of
loans that are originated or purchased by that bank and kept (not sold within
the year). Weights use such loans over the past three years. See equation 1.

Price-to-rent A median house price to median annual rent for a 3-bedroom house ratio is
calculated annually for each county. The weights for each bank are based on
the dollar amounts of loans that are originated or purchased by that bank and
kept (not sold within the year). Weights use such loans over the past three
years. See equation 1 and replace income with rent.

Mortgage concentration A Herfindahl-Hirschman Index (HHI) of mortgages by county for each bank.
See equation 3.

Traditional home mort-
gages

first lien + junior lien
total assets

Size ln(total assets)

Return on assets net income
average annual assets

Efficiency
interest income − interest expense + noninterest income

noninterest expense

Delinquent loans
total nonaccuring loans + total past due loans

total loans

Equity capital
total equity
total assets

Core deposits
transaction deposits + savings + small time deposits

total assets

Cash
cash + balances at depository insitutions

total assets

Money market
federal funds sold + securities purchased under agreements to resell

total assets

Illiquid assets
total assets − cash − money market − total securities − trading assets

total assets

Credit lines unused commitments
total assets

Home equity loans
home equity lines of credit

total assets

Commercial real estate
(CRE) loans

multifamily, nonfarm nonresidential, construction, and land development loans
total assets

CRE lines of credit
commitments to fund commercial real estate, secured and unsecured

total assets
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Table 3: Regression of Delinquencies on Price-to-Income

This table shows the results of regressing the delinquency rates of RRE loans (delinquent RRE loans divided by total RRE

loans) in 2009 on bank characteristics from three years earlier. Price-to-income is a county price-to-income ratio weighted at

the bank level using three years of data on the dollar amounts of loans that are originated or purchased by that bank and kept

(not sold within the year). Traditional home mortgages is first lien and junior lien residential mortgage loans divided by total

assets.

(1) (2) (3) (4) (5) (6)
Estimate 2009 Delinquencies Estimate 2009 Delinquencies

VARIABLES using 2005 using 2006

Price-to-income 0.005*** 0.005*** 0.005*** 0.005***
(0.000) (0.000) (0.000) (0.000)

Traditional home mortgages -0.015** -0.007 -0.021*** -0.014**
(0.028) (0.318) (0.001) (0.021)

Size, ln(total assets) 0.003*** 0.001 0.001 0.003*** 0.001 0.001
(0.000) (0.292) (0.236) (0.000) (0.194) (0.107)

Constant -0.007 -0.001 -0.003 -0.009 -0.000 -0.005
(0.341) (0.910) (0.683) (0.242) (0.961) (0.472)

Observations 2,392 2,392 2,392 2,426 2,426 2,426
R-squared 0.014 0.080 0.079 0.019 0.074 0.072

Robust pval in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 4: Regression of Cumulative Net Charge-offs on Price-to-Income

This table shows the results of regressing cumulative net charge-offs of RRE loans between 2008 and 2011 (sum of net charge-

offs between 2008 and 2011 divided by RRE loans) on bank characteristics in 2005 and 2006. Price-to-income is a county

price-to-income ratio weighted at the bank level using three years of data on the dollar amounts of loans that are originated or

purchased by that bank and kept (not sold within the year). Traditional home mortgages is first lien and junior lien residential

mortgage loans divided by total assets.

(1) (2) (3) (4) (5) (6)
VARIABLES 2005 2006

Price-to-income 0.010*** 0.011*** 0.008*** 0.009***
(0.000) (0.000) (0.000) (0.000)

Traditional home mortgages -0.159*** -0.142*** -0.126*** -0.115***
(0.000) (0.000) (0.000) (0.000)

Size, ln(total assets) 0.007*** 0.003* 0.004*** 0.007*** 0.003*** 0.004***
(0.000) (0.063) (0.003) (0.000) (0.009) (0.000)

Constant -0.019 -0.005 -0.049*** -0.028** -0.012 -0.050***
(0.238) (0.758) (0.002) (0.034) (0.368) (0.000)

Observations 2,457 2,457 2,457 2,489 2,489 2,489
R-squared 0.071 0.123 0.085 0.075 0.118 0.082

Robust pval in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 5: Logit Regression of Bank Failure on Bank Characteristics

This table shows the results of using a logit regression of bank failure on bank characteristics. The reported values are the

average marginal effects. Price-to-income is a county price-to-income ratio weighted at the bank level using three years of data

on the dollar amounts of loans that are originated or purchased by that bank and kept (not sold within the year). Traditional

home mortages is first lien and junior lien residential mortgage loans divided by total assets. Other variable definitions are

provided in table 1.

(1) (2) (3) (4) (5) (6)
Comparison Specification Baseline Specification

VARIABLES 2005 2006 2007 2005 2006 2007

Price-to-income (PTI) 0.001 0.003 0.002
(0.819) (0.556) (0.637)

PTI * Traditional home mortgages 0.077*** 0.077*** 0.056**
(0.006) (0.007) (0.029)

Traditional home mortgages -0.013 -0.101 -0.046 -0.373** -0.465*** -0.298**
(0.876) (0.227) (0.563) (0.019) (0.005) (0.036)

Home equity loans 0.364* 0.692*** 0.498** 0.236 0.596*** 0.429**
(0.072) (0.002) (0.015) (0.236) (0.004) (0.032)

Non-household RE loans 0.287*** 0.232*** 0.244*** 0.234*** 0.182*** 0.205***
(0.000) (0.000) (0.000) (0.001) (0.005) (0.001)

CRE lines of credit 0.562*** 0.915*** 0.581*** 0.565*** 0.906*** 0.590***
(0.000) (0.000) (0.001) (0.000) (0.000) (0.001)

Equity capital -0.366 -0.499** -0.839*** -0.364 -0.580** -0.883***
(0.119) (0.043) (0.005) (0.126) (0.023) (0.004)

Core deposits -0.259*** -0.248*** -0.203*** -0.247*** -0.227*** -0.176***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001)

Cash -0.619** -0.374 -0.401 -0.719** -0.467* -0.470*
(0.030) (0.140) (0.126) (0.013) (0.061) (0.067)

Money market 0.318*** 0.285** 0.184 0.255** 0.232* 0.158
(0.007) (0.023) (0.300) (0.024) (0.053) (0.386)

Illiquid assets 0.027 0.115 0.149** 0.072 0.156** 0.179**
(0.717) (0.141) (0.047) (0.322) (0.042) (0.016)

Size 0.001 0.011** 0.011** -0.003 0.006 0.008*
(0.857) (0.034) (0.019) (0.605) (0.307) (0.093)

Return on assets 0.150 -0.009 -2.555*** 0.201 0.226 -2.459***
(0.866) (0.990) (0.000) (0.820) (0.763) (0.000)

Efficiency -0.028 -0.022 0.022 -0.026 -0.020 0.026
(0.140) (0.212) (0.164) (0.156) (0.236) (0.103)

Non-performing loans 0.739* 1.602*** 1.435*** 0.878** 1.656*** 1.405***
(0.057) (0.000) (0.000) (0.023) (0.000) (0.000)

Credit lines 0.041 -0.265** -0.210* 0.017 -0.285*** -0.240**
(0.626) (0.017) (0.083) (0.837) (0.009) (0.041)

Observations 2,457 2,489 2,536 2,457 2,489 2,536
Pseudo R-squared 0.236 0.270 0.327 0.249 0.286 0.336

Robust pval in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 6: Economic Significance of Logit Regression Results

To test the economic significance of the main results, we do the following exercise. For each variable that enter the logit

regression with a positive coefficient, we set the value of each observation to the 25th quartile of this variable. We keep all

other variables at their original values. We then use the regression results with real estate controls, presented in columns (4)-(6)

of 5, to calculate the predicted probability of failure for each bank. Reported values are the differences between the average

probability of failure under this exercise for each variable and the predicted probability of failure from the baseline model,

reported in the last row. The reported effect of PTI is the sum of the direct effect of PTI and the indirect effect that comes

from the interaction of PTI with the traditional home mortgages. For variables that enter the logit regression with a negative

coefficient, such as equity capital and core deposits, we raise the values to the 75th quartile of the distribution and repeat the

exercise. The reported values for traditional home mortgages show sum of the direct effect of this variable and indirect effect

through its interaction with PTI. The other variable definitions are provided in table 1.

Economic Impact
Variable 2005 2006 2007

Price-to-income (PTI) 2.02 2.19 1.93
Non-household RE loans 3.81 3.36 3.57
Home equity loans 0.60 1.28 0.96
CRE lines of credit 3.11 4.22 2.59

Traditional home mortgages 0.00 0.75 0.25
Equity capital 0.37 0.57 1.05
Core deposits 2.50 2.35 1.72

Number of banks 2,457 2,489 2,536
Failed 180 184 177
Loss rate in data 7.33 7.39 6.98
Loss rate from the model 7.33 7.39 9.98
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Table 7: Robustness: Alternative Samples

This table shows the results of using a logit regression of bank failure with alternative samples compared with our baseline

model in table 5. We change one dimension of the baseline sample at a time. In the first column we include banks that were

acquired between 2008 and 2011 in the list of failed banks. In the second column we exclude large banks (over $10 billion

in total assets). In the third column we change the time windows for bank failures to between 2008 and 2013. The variable

definitions are provided in table 1.

(1) (2) (3) )
Include Acquired Banks Exclude Large Banks Failures 2008-13

VARIABLES 2006 2006 2006

Price-to-income (PTI) 0.002 0.003 0.002
(0.558) (0.488) (0.647)

PTI * Traditional home mortgages 0.060** 0.065** 0.092***
(0.021) (0.028) (0.003)

Traditional home mortgages -0.380** -0.429** -0.608***
(0.012) (0.012) (0.001)

Home equity loans 0.429** 0.605*** 0.700***
(0.019) (0.004) (0.003)

Non-household RE loans 0.145*** 0.197*** 0.215***
(0.009) (0.003) (0.003)

CRE lines of credit 0.790*** 0.939*** 1.003***
(0.000) (0.000) (0.000)

Equity capital -0.516*** -0.523** -0.611**
(0.007) (0.039) (0.019)

Core deposits -0.188*** -0.206*** -0.267***
(0.000) (0.000) (0.000)

Cash -0.379* -0.484* -0.793**
(0.075) (0.065) (0.011)

Money market 0.203** 0.200 0.388***
(0.035) (0.109) (0.003)

Illiquid assets 0.109* 0.151* 0.221**
(0.089) (0.055) (0.011)

Size 0.003 0.004 0.003
(0.482) (0.485) (0.593)

Return on assets 0.794 0.236 -0.407
(0.206) (0.752) (0.660)

Efficiency -0.023* -0.023 -0.010
(0.099) (0.163) (0.619)

Non-performing loans 1.440*** 1.634*** 1.858***
(0.000) (0.000) (0.000)

Credit lines -0.238** -0.321*** -0.397***
(0.011) (0.003) (0.002)

Observations 3,052 2,441 2,329
Pseudo R-squared 0.253 0.289 0.292

Robust pval in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 8: Robustness: Additional Controls

This table shows the results of using a logit regression of bank failure on bank characteristics after controlling for additional

factors. In columns (1)-(2) the additional control variable is equal to each banks’ exposure to non-housing related local economic

factors. We measure non-housing related local shocks as the change in unemployment rate at the county level between 2006

and 2009 that cannot be explained by PTI. Specifically, it is equal to the residuals from an OLS regression of the change in

unemployment rate between 2006-09 on PTI for each year reported in table below (2005 and 2006) in a cross-section of U.S.

counties. We calculate each banks’ exposure to this risk using three years of data on the dollar amounts of loans that are

originated or purchased by that bank and kept (not sold within the year) in each county as weights. The reported values are

the average marginal effects. In columns (3)-(4) the additional control variable is mortgage concentration, and it is the HHI of

mortgages by county at the bank level (see equation 3). The other variable definitions are provided in table 1.

(1) (2) (3) (4)
Non-housing local factors Mortgage concentration

VARIABLES 2005 2006 2005 2006

Price-to-income (PTI) 0.001 0.002 0.000 0.001
(0.881) (0.725) (0.956) (0.834)

PTI * Traditional home mortgages 0.085*** 0.084*** 0.077*** 0.076***
(0.003) (0.004) (0.005) (0.007)

Traditional home mortgages -0.446*** -0.530*** -0.364** -0.445***
(0.005) (0.002) (0.022) (0.007)

Home equity loans 0.011 0.341 0.239 0.607***
(0.957) (0.121) (0.230) (0.003)

Non-household RE loans 0.196*** 0.151** 0.232*** 0.165***
(0.003) (0.015) (0.001) (0.009)

CRE lines of credit 0.515*** 0.858*** 0.556*** 0.921***
(0.000) (0.000) (0.000) (0.000)

Equity capital -0.361 -0.568** -0.361 -0.575**
(0.124) (0.023) (0.128) (0.023)

Core deposits -0.235*** -0.215*** -0.243*** -0.223***
(0.000) (0.000) (0.000) (0.000)

Cash -0.756** -0.421* -0.728** -0.474**
(0.011) (0.073) (0.012) (0.048)

Money market 0.248** 0.200* 0.259** 0.214*
(0.034) (0.095) (0.021) (0.077)

Illiquid assets 0.100 0.171** 0.079 0.172**
(0.162) (0.026) (0.278) (0.024)

Size -0.002 0.006 0.000 0.011**
(0.768) (0.275) (0.977) (0.049)

Return on assets 0.530 0.351 0.202 0.333
(0.549) (0.634) (0.819) (0.650)

Efficiency -0.033* -0.022 -0.027 -0.024
(0.080) (0.199) (0.137) (0.150)

Non-performing loans 0.867** 1.736*** 0.934** 1.677***
(0.027) (0.000) (0.015) (0.000)

Credit lines 0.047 -0.224** 0.017 -0.298***
(0.559) (0.036) (0.842) (0.006)

Additional Control 0.015*** 0.013*** 0.021 0.040**
(0.000) (0.000) (0.276) (0.026)

Observations 2,455 2,488 2,457 2,489
Pseudo R-squared 0.276 0.304 0.250 0.289

Robust pval in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 9: Robustness: Alternative Mortgage Measures

This table shows the results of using a logit regression of bank failure on alternative measures of mortgage

risk. Deviation from 8-year average = PTIt − average(PTIt−7⇒t). Average change in the past five years =

average(∆PTIt,∆PTIt−1,∆PTIt−2,∆PTIt−3,∆PTIt−4). Price-to-rent is a county price-to-rent ratio weighted at the bank

level using three years of data on the dollar amounts of loans that are originated or purchased by that bank and kept (not sold

within the year). The other variable definitions are provided in table 1.

(1) (2) (3) (4)
Deviation from Average Change in the Price-to-rent PTI Based on
8-year Average Past 5 years ratio Zillow

VARIABLES 2006 2006 2006 2006

Mortgage Risk 0.009 0.051 0.000 0.000
(0.446) (0.824) (0.994) (0.923)

Mortgage Risk * Traditional home mortgages 0.186** 2.924* 0.031*** 0.090***
(0.019) (0.054) (0.008) (0.001)

Traditional home mortgages -0.263** -0.279** -0.719*** -0.550***
(0.015) (0.022) (0.005) (0.002)

Home equity loans 0.603*** 0.601*** 0.537** 0.776***
(0.005) (0.006) (0.013) (0.001)

Non-household RE loans 0.189*** 0.198*** 0.180*** 0.208***
(0.003) (0.002) (0.005) (0.006)

CRE lines of credit 0.883*** 0.884*** 0.926*** 1.063***
(0.000) (0.000) (0.000) (0.000)

Equity capital -0.566** -0.536** -0.569** -0.599**
(0.023) (0.030) (0.026) (0.040)

Core deposits -0.235*** -0.244*** -0.238*** -0.257***
(0.000) (0.000) (0.000) (0.000)

Cash -0.467* -0.426* -0.429* -0.586**
(0.065) (0.089) (0.080) (0.048)

Money market 0.241** 0.251** 0.248** 0.269*
(0.048) (0.040) (0.039) (0.059)

Illiquid assets 0.146* 0.143* 0.157** 0.141
(0.056) (0.064) (0.042) (0.114)

Size 0.007 0.009* 0.007 0.006
(0.203) (0.099) (0.163) (0.309)

Return on assets 0.217 0.163 0.184 1.101
(0.772) (0.830) (0.811) (0.211)

Efficiency -0.021 -0.022 -0.023 -0.034*
(0.207) (0.192) (0.173) (0.081)

Non-performing loans 1.688*** 1.663*** 1.654*** 1.517***
(0.000) (0.000) (0.000) (0.000)

Credit lines -0.279** -0.276** -0.296*** -0.370***
(0.012) (0.013) (0.007) (0.003)

Observations 2,489 2,489 2,489 2,090
Pseudo R-squared 0.285 0.279 0.284 0.294

Robust pval in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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