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Abstract 

We examine whether financial stress at larger banks has a different impact on the real economy 

than financial stress at smaller banks. Our empirical results show that stress experienced by banks 

in the top 1 percent of the size distribution leads to a statistically significant and negative impact 

on the real economy. This impact increases with the size of the bank. The negative impact on 

quarterly real GDP growth caused by stress at banks in the top 0.15 percent of the size distribution 

is more than twice as large as the impact caused by stress at banks in the top 0.75 percent, and 

more than three times as large as the impact caused by stress at banks in the top 1 percent. These 

results are broadly informative as to how the stringency of regulatory standards should vary with 

bank size, and support the idea that the largest banks should be subject to the most stringent 

requirements while smaller banks should be subject to successively less stringent requirements. 
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I. Introduction 

As part of an ongoing effort to understand the determinants of systemic risk, we examine 

the impact of bank stress on the real economy. The experiences of past financial crises (Bernanke 

1983, Calomiris and Mason 2003, Kupiec and Ramirez 2013, Reinhart and Rogoff 2009) and of 

the most recent one (Bernanke 2015, Chodorow-Reich 2014, Geithner 2015, Gorton 2010) have 

taught us that stress within the aggregate banking sector causes stress in the real economy. This 

article considers whether stress at larger banks has a different impact on the real economy than 

stress at smaller banks.  

Our analysis primarily builds upon Bernanke’s seminal 1983 article, in which he 

investigates the impact of deposits held at failed banks on economic growth during the Great 

Depression. Using the deposits of banks that failed or received assistance from the Federal Deposit 

Insurance Corporation (FDIC) from 1960 through 2017 as a proxy for bank stress, our empirical 

results show that financial stress at large banks has a statistically significant and negative impact 

on the real economy.2 This impact increases with bank size. For instance, scaling our empirical 

results to the size distribution of banks in the fourth quarter of 2017, we find that the negative 

impact on real quarterly GDP growth caused by stress at banks with greater than $250 billion in 

total assets is more than twice as large as the impact caused by stress at banks with greater than 

$50 billion in total assets, and more than three times as large as the impact caused by stress at 

banks with greater than $30 billion in total assets. These results are qualitatively similar when 

analyzing the impact on the unemployment rate.  

                                                            
2 As shown later, the results are nearly identical when we use the assets of banks that have failed as a proxy for 

financial stress at banks. 
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The literature on the connection between bank size and systemic risk is sparse. Allen, Bali, 

and Tang (2012) construct a measure of systemic risk, designated CATFIN, and show that the 

CATFIN of both large and small banks can forecast macroeconomic declines, though the CATFIN 

of large banks can successfully forecast lower economic activity sooner than that of small banks. 

In their article, a bank is small if its stock market capitalization is below the top quintile among 

firms traded on the NYSE. Relatedly, using quarterly Call Reports data from 1976 to 1993, 

Kashyap and Stein (2000) show that declines in aggregate loan supply due to monetary policy 

shocks are driven primarily by smaller banks that are liquidity constrained. In their article, smaller 

banks are those in the bottom 95 percent of the size distribution, with average assets below $400 

million in 1993 dollars. 

In addition to contributing to the academic literature, our results broadly inform the policy 

“threshold” debate that ensues as regulators seek to limit the damage done to the real economy in 

future financial crises while minimizing the costs of increased regulation (Quarles 2018, U.S. 

Congress 2018). To the extent smaller banks are unlikely to have a material impact on the economy 

upon failure, regulators might seek to tailor regulatory burdens accordingly.   

Determining where to draw the line between banks that should and should not be subject 

to enhanced regulation has proven to be a difficult task. For one, size is not the only predictor of 

the potential impact that a bank under stress would have on the economy. In particular, the 

complexity of a bank’s operations could also play a role (OFR 2017). Unfortunately, reliable 

indicators of bank complexity are not available over the sample period examined in this paper. We 

therefore focus on size alone, using total assets as a proxy. Notably, total assets are highly 

correlated with most measures of bank complexity. Using Call Reports data from the first quarter 

of 2005 to the first quarter of 2018, we find that the correlation between a bank’s total trading 
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assets (proxy of complexity) and its total assets (proxy of size) is over 90 percent. This implies 

that results similar to those presented in this paper are likely to hold for indicators of bank 

complexity. 

The rest of this article is organized as follows: Section II presents the data and regression 

specifications used in our empirical analysis. In particular, it carefully describes the proxy we use 

for bank stress. Section III contains the baseline results for our GDP and unemployment rate 

regressions. It also presents the baseline results in the form of a hypothetical scenario in which we 

assume a particular level of bank stress. Section IV describes a series of robustness checks such as 

using monthly data instead of quarterly data to confirm our contemporaneous modeling 

assumption, performing a check for reverse causality, and using bank assets instead of deposits to 

proxy bank stress. Section V concludes with a brief discussion of policy implications and 

suggestions for future research.  
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II. Data and Methodology  

A. Data 

We examine the relationship between stress experienced by banks of different sizes and 

real economic activity. To do so, we employ proxies for bank size, bank stress, and real economic 

activity. As is standard practice, we use total assets in the Call Reports as a proxy for bank size.3   

We define stress experienced by an individual bank as a failure or assistance transaction 

included in the FDIC’s historical statistics on banking.4 This dataset contains transactions for U.S. 

commercial banks and savings institutions and data on the total assets and deposits of the insured 

failed bank, as well as a number of other fields. We create a time series measure of stress in the 

broader banking sector equal to the total deposits of banks that have failed within a particular 

quarter and use this as our baseline measure of bank stress.  

We perform our analysis over the period from first quarter of 1960 to the third quarter of 

2017, which includes the savings and loan crisis of the 1980s and 1990s and the Great Recession. 

This long sample period is necessary to ensure an appropriate number of observations.  

To illustrate our bank stress measure, consider Figures 1 and 2. In Figure 1, we plot deposits 

at all failed banks over our full sample period of 1960 to 2017. Note that we first inflation adjust 

the series using the Consumer Price Index (CPI) and then we take the natural logarithm.  

 

                                                            
3 We also performed the analysis described in this article using bank holding company (BHC) data from the Y-9C. 

The results show a similar relationship between stress experienced by BHCs and impact on the real economy. The 

greatest economic impact results from stress at the largest BHCs, and the impact declines as the universe of BHCs 

included in the analysis encompasses smaller and smaller BHCs. 

4 For simplicity, we refer to both failures and assistance transactions as “failures” in the remainder of this paper. The 

FDIC historical statistics on banking dataset is available at https://www5.fdic.gov/hsob. Similarly, “failed deposits” 

in this paper refer to deposits at institutions that failed or received assistance transactions.  

https://www5.fdic.gov/hsob
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Figure 1: Deposits of All Failed Banks, 1960-2017 

 
 

Figure 2 provides more detail on the calculation of the series in the first quarter of 2017. 

As shown in Figure 2, the series took a value of nearly $500 million in that quarter. This value was 

caused by the failure of three banks, each with a different amount of deposits. Therefore, at any 

point in time, the value of the series depends on the number of banks that have failed and the 

amount of deposits at those banks.  
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Figure 2: Deposits of All Failed Banks, First Quarter of 2017 

 
 

Since we are interested in examining the impact of financial stress at banks of varying size 

on economic performance, we construct measures of large bank stress by including only deposits 

from failed banks with total assets above a percentile of the bank size distribution. To illustrate, 

Figure 3 depicts the large bank stress measure using the 98th percentile of the bank size distribution 

as the cutoff. That is, this stress measure includes the deposits of failed banks only when the bank 

that failed was one of the largest 2 percent of banks in that quarter. For example, during the 

financial crisis—in the third quarter of 2008—the cutoff for the 98th percentile of the bank size 

distribution was $4.7 billion in total assets. Of the nine bank failures that occurred in that quarter, 
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banks are included in the aggregate measure of bank stress shown in Figure 1 but not in the measure 

of large bank stress shown in Figure 3.5  

Figure 3: Deposits of Failed Banks above the 98th Percentile Size Threshold, 1960-2017 

 

 
 

We use two quarterly variables to proxy economic performance in our baseline model—

real GDP growth and the change in the civilian unemployment rate. The GDP series is already at 

a quarterly frequency. We convert the monthly unemployment rate series to a quarterly frequency 

by taking the unemployment rate observed in the last month of a particular quarter. Figures 4 and 

5 show the series from 1960 onward.  

                                                            
5 Because we use Call Reports data for our analysis, the size percentiles described in this article correspond to the 

distribution of insured depository institutions (banks). If we want to map the results to the distribution of bank holding 

companies (BHCs), we must “scale-up” the bank size numbers. To derive the scale-up factors, we analyzed data from 

the largest BHCs in the first quarter of 2018, specifically the ratio of their insured depository institutions to their total 

consolidated assets. These ratios range from 0.27 to 0.40. Therefore, the 98th percentile corresponds to a range of $31 

billion to $45 billion in BHC size. 
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Figure 4: Quarterly Real Gross Domestic Product Growth 

 

Figure 5: Change in Quarterly Unemployment Rate 
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B. Methodology 

Our baseline methodology assumes that bank stress affects economic performance within 

the same quarter (i.e., contemporaneously). The baseline regression specifications for GDP and 

the unemployment rate are, respectively:  

log (
𝐺𝐷𝑃𝑡

𝐺𝐷𝑃𝑡−1
) = 𝛼𝑔 + 𝛽𝑔 log(𝑆𝑡𝑟𝑒𝑠𝑠𝑡,𝑝) +  𝜙𝑔 log(𝑆𝑡𝑟𝑒𝑠𝑠𝑡,1−𝑝) +  𝛾𝑔 log (

𝐺𝐷𝑃𝑡−1

𝐺𝐷𝑃𝑡−2
) + 𝜀𝑡,𝑔 

 

(𝑈𝑅𝑡 − 𝑈𝑅𝑡−1) = 𝛼𝑢 + 𝛽𝑢 log(𝑆𝑡𝑟𝑒𝑠𝑠𝑡,𝑝) +  𝜙𝑢 log(𝑆𝑡𝑟𝑒𝑠𝑠𝑡,1−𝑝) + 𝛾𝑢(𝑈𝑅𝑡−1 − 𝑈𝑅𝑡−2) + 𝜀𝑡,𝑢 

 

The quarter in which the contemporaneous effect takes place is denoted by subscript t and 

the specific percentile of the bank size distribution used to calculate the stress measure is denoted 

by subscript p. Note that the complement to the set of banks above percentile p is denoted by 1-p. 

We update the relevant total asset distribution and percentiles for a given value of p each quarter.  

The subscripts g and u correspond to regressions using GDP and the unemployment rate, 

respectively. We include an AR(1) persistence term 𝛾 in each regression to account for well-

documented persistence in real economic activity.   

𝑆𝑡𝑟𝑒𝑠𝑠𝑡,𝑝 captures the total deposits of failed banks above a certain percentile p of the size 

distribution during quarter t. Similarly, 𝑆𝑡𝑟𝑒𝑠𝑠𝑡,1−𝑝 corresponds to the total deposits of failed 

banks below a certain percentile p of the size distribution during quarter t. We include the stress 

measure for the 1-p set of banks in order to control for the impact of stress at smaller banks.  

The first regression we run is at the 99.9th percentile, and we continue running the 

regressions in intervals of 0.05 for the top 2 percent of the distribution, i.e., 99.85th percentile, 

99.80th percentile, 99.75th percentile, and so on. After each regression, we record the estimated 



11 

 

values of 𝛼, 𝛽, 𝜙, and 𝛾. The parameter of interest is 𝛽, which captures the impact of stress at 

banks above size percentile p (large banks) on real GDP growth or the change in the unemployment 

rate. The parameter 𝜙, on the other hand, captures the impact of stress at banks below size 

percentile p (small banks). We therefore allow the impact of financial stress to differ across large 

and small banks. 
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III. Baseline Results 

Table 1 presents the estimated parameters of interest at select percentiles in the top 2 

percent of the bank size distribution for our baseline GDP regression. Each estimated 𝛽𝑔 

coefficient represents the contemporaneous change in quarterly real GDP growth associated with 

a 1 percent increase in deposits among failed banks above a particular percentile. Each estimated 

𝜙𝑔 coefficient represents the contemporaneous change in quarterly real GDP growth associated 

with a 1 percent increase in deposits among failed banks below a particular percentile.  Therefore, 

𝛽𝑔 and 𝜙𝑔 represent the impact on GDP of stress at large and small banks, respectively.  

For example, the estimated 𝛽𝑔 at the 99.8th percentile is -0.063, which means that a 1 

percent increase in deposits among failed banks above the 99.8th percentile is associated with a 

contemporaneous 0.063 percentage point drop in quarterly real GDP growth. This result is 

significant at the 1 percent level. The estimated 𝜙𝑔 at the 99.8th percentile is -0.008, which means 

that a 1 percent increase in deposits among failed banks below that percentile is associated with a 

contemporaneous 0.008 percentage point decline in quarterly real GDP growth. This result, 

however, is not statistically significant.   

These empirical results show that financial stress at banks in the top 1 percent of the bank 

size distribution yields a statistically significant and negative impact on the real economy. The 

estimated 𝛽𝑔 coefficients are highly significant through the 99.3rd percentile and then lose 

significance past the 99th percentile. Notably, none of the estimated 𝜙𝑔 coefficients are statistically 

significant, which implies that it is indeed stress at the large banks affecting the real economy.  
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Table 1: GDP Results 

Percentile Estimated 𝛽𝑔 Estimated 𝜙𝑔 𝑅𝑔
2 

99.9 -0.048*** 

(0.019) 

-0.010 

(0.009) 

0.147 

99.8 -0.063*** 

(0.016) 

-0.008 

(0.009) 

0.175 

99.7 -0.049*** 

(0.014) 

-0.006 

(0.009) 

0.164 

99.6 -0.037*** 

(0.013) 

-0.006 

(0.009) 

0.151 

99.5 -0.037*** 

(0.012) 

-0.004 

(0.009) 

0.156 

99.4 -0.029*** 

(0.011) 

-0.005 

(0.009) 

0.144 

99.3 -0.028*** 

(0.011) 

-0.005 

(0.009) 

0.145 

99.2 -0.020** 

(0.010) 

-0.006 

(0.009) 

0.134 

99.1 -0.021** 

(0.010) 

-0.005 

(0.009) 

0.135 

99.0 -0.018* 

(0.010) 

-0.005 

(0.009) 

0.132 

98.5 -0.007 

(0.009) 

-0.008 

(0.010) 

0.122 

98.0 -0.009 

(0.009) 

-0.007 

(0.010) 

0.123 

Notes: The asterisks placed next to each point estimate represent the corresponding level of 

statistical significance. In particular, * corresponds to significance at the 10 percent level, ** 

corresponds to significance at the 5 percent level, and *** corresponds to significance at the 1 

percent level. 

 

Figure 6 plots the estimated 𝛽𝑔 coefficients and corresponding confidence intervals for the 

top 2 percent of the bank size distribution. As shown in the chart, the estimated impact on GDP 

falls as the threshold defining large banks declines, though the point estimate remains negative at 

all thresholds. At the point where the confidence interval first includes zero and the estimate is no 
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longer statistically significant, the point estimate is -0.018. Although these point estimates are 

small, keep in mind that the increase in failed deposits during a financial crisis is substantially 

higher than one percent. 

Figure 6: Impact of Failed Deposits on Quarterly GDP 

 
Notes: This figure shows the estimated 𝛽𝑔 coefficients in the top 2 percent of the bank size 

distribution. The estimated 𝛽𝑔 coefficients are depicted by the solid line, and the dashed lines 

represent the 95th percent confidence interval around the point estimates. Each point on the solid 

line represents an estimated 𝛽𝑔 coefficient. 

 

The results are similar for the change in the unemployment rate. In this case, positive values 

of 𝛽𝑢 represent a negative impact on the real economy. Table 2 presents the estimated parameters 

of interest at select percentiles in the top 2 percent of the bank size distribution for our baseline 

unemployment regression. Similar to the above discussion, each estimated 𝛽𝑢 coefficient 

represents the contemporaneous change in the unemployment rate associated with a 1 percent 

increase in deposits among failed banks above a particular percentile. Each estimated 𝜙𝑢 
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coefficient represents the contemporaneous change in the unemployment rate associated with a 1 

percent increase in deposits among failed banks below a particular percentile. Therefore, 𝛽𝑢 and 

𝜙𝑢 represent the impact on the unemployment rate of stress at large and small banks, respectively.  

The estimated 𝛽𝑢 at the 99.8th percentile is 0.033. This means that a 1 percent increase in 

deposits among failed banks above the 99.8th percentile is associated with a contemporaneous 

0.033 percentage point increase in the unemployment rate. This result is significant at the 1 percent 

level. The estimated 𝜙𝑢 at the 99.8th percentile is -0.001, which is essentially zero and not 

statistically significant. In fact, none of the estimated 𝜙𝑢 parameters are statistically significant. 

The estimated 𝛽𝑢 coefficients are highly significant through the 99th percentile and remain 

significant through the 98th percentile. This estimated impact is the most severe for stress at the 

largest banks. Indeed, the estimated impact of stress at banks in the top 0.2 percent of the size 

distribution is more than three times as large as the estimated impact of stress at banks in the top 

1 percent.  Figure 7 plots the estimated 𝛽𝑢 coefficients and corresponding confidence intervals for 

the top 2 percent of the bank size distribution.  
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Table 2: Unemployment Rate Results 

Percentile Estimated 𝛽𝑢 Estimated 𝜙𝑢 𝑅𝑢
2 

99.9 0.020*** 

(0.007) 

0.001 

(0.003) 

0.289 

99.8 0.033*** 

(0.006) 

-0.001 

(0.003) 

0.343 

99.7 0.023*** 

(0.006) 

-0.001 

(0.003) 

0.314 

99.6 0.016*** 

(0.005) 

-0.001 

(0.003) 

0.296 

99.5 0.016*** 

(0.005) 

-0.002 

(0.004) 

0.298 

99.4 0.013*** 

(0.004) 

-0.002 

(0.004) 

0.290 

99.3 0.015*** 

(0.004) 

-0.003 

(0.004) 

0.303 

99.2 0.012*** 

(0.004) 

-0.003 

(0.004) 

0.293 

99.1 0.012*** 

(0.004) 

-0.003 

(0.004) 

0.293 

99.0 0.010*** 

(0.004) 

-0.002 

(0.004) 

0.284 

98.5 0.006* 

(0.004) 

-0.002 

(0.004) 

0.272 

98.0 0.006* 

(0.003) 

-0.002 

(0.004) 

0.274 

Notes: The asterisks placed next to each point estimate represent the corresponding level of 

statistical significance. In particular, * corresponds to significance at the 10 percent level, ** 

corresponds to significance at the 5 percent level, and *** corresponds to significance at the 1 

percent level. 
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Figure 7: Impact on Quarterly Unemployment Rate 

 
Notes: This figure shows the estimated 𝛽𝑢 coefficients in the top 2 percent of the bank size 

distribution. The estimated 𝛽𝑢 coefficients are depicted by the solid line, and the dashed lines 

represent the 95th percent confidence interval around the point estimates. Each point on the solid 

line represents an estimated 𝛽𝑢 coefficient. 
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𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 = 𝛼�̂� + 𝛽�̂� log(𝑆𝑡𝑟𝑒𝑠𝑠𝑝)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝛾�̂�𝐴𝑅(1)̅̅ ̅̅ ̅̅ ̅̅  

Presenting the results in this way requires two additional assumptions. First, we must make 

an assumption regarding the value of the bank stress measure. As a demonstration, we choose $50 

billion, which we then convert into natural logarithm units. This is log(𝑆𝑡𝑟𝑒𝑠𝑠𝑝)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. Second, we make 

an assumption regarding the average value of lagged GDP growth, which we designate 𝐴𝑅(1)̅̅ ̅̅ ̅̅ ̅̅ . 

We use the average GDP growth rate of the regression sample, which is 0.747.6  

Using these inputs, our results suggest that the failure of a single bank—above the 99.5th 

size percentile and with an assumed $50 billion in deposits—would result in approximately a 42 

percent decline in quarterly real GDP growth, while failures of five banks—each above the 99th 

size percentile and with an assumed $10 billion in deposits—would result in approximately a 14 

percent decline in quarterly real GDP growth. While both scenarios assume $50 billion in total 

deposits, the negative impact is greatest when larger banks fail. Indeed, the relative impact in this 

scenario is a multiple of three. These results are qualitatively similar for a change in the 

unemployment rate. 

 

 

 

 

 

                                                            
6 The 1-p version of the stress measure is not here because, in this hypothetical scenario, we are assuming that only 

banks above size threshold p fail. Thus, there are no failed banks in the 1-p set. 
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IV. Robustness Checks 

The purpose of this section is to subject our baseline results to a battery of tests in order to 

check for robustness. We work through five robustness checks, though there could surely be more. 

First, we examine the assumption of contemporaneous impact in our baseline model by analyzing 

monthly economic data. Next, we run a simple Granger test to answer the question: How do we 

know bank stress is causing a decline in economic performance, as opposed to a decline in 

economic performance causing bank stress? Third, we re-run our baseline model with a shorter 

time series—stopping at the end of 2006 to remove the recent financial crisis—because the severity 

of the recent financial crisis could overstate the impact of stress at large banks. Fourth, we re-run 

our baseline model with data from banks that have only failed as opposed to those that have failed 

or received assistance. Finally, we conduct our analysis using the assets of failed banks as our 

financial stress proxy instead of using the deposits of those banks. In some of these robustness 

tests, the estimated point estimates have larger standard errors than those in our baseline case; this 

is because we are dropping a nontrivial number of observations to conduct those robustness checks. 

Nevertheless, our main results survive—the impact of bank stress on the real economy is negative, 

and the impact is greater for stress at larger banks than at smaller banks. 

A. Monthly Frequency   

In our baseline model, we investigate the contemporaneous impact of bank stress on 

quarterly real GDP growth and the quarterly change in the unemployment rate. To check the 

robustness of our contemporaneous modeling assumption—that is, to test whether the impact does 

indeed materialize within the same quarter—we now re-run the GDP and unemployment 

regressions using monthly economic performance indicators. Note that the unemployment rate 

series is available at a monthly frequency, but the GDP series is not. We therefore replace real 
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GDP growth with the Chicago Fed National Activity Index (CFNAI), which closely tracks real 

GDP growth. 

Figure 8: Monthly Chicago Fed National Activity Index (CFNAI) 

 

The regression specifications are modified to include more lags, as there are three months 

in a quarter. Otherwise, the two specifications are unchanged from the baseline model discussed 

previously: 
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(𝑈𝑅𝑡 − 𝑈𝑅𝑡−1) = 𝛼 + ∑ 𝛽𝑖

2

𝑖=0

log(𝑆𝑡𝑟𝑒𝑠𝑠𝑡−𝑖,𝑝) + ∑ 𝜙𝑖

2

𝑖=0

log(𝑆𝑡𝑟𝑒𝑠𝑠𝑡−𝑖,1−𝑝) 

+ ∑ 𝛾𝑖

2

𝑖=1

(𝑈𝑅𝑡−𝑖 − 𝑈𝑅𝑡−1−𝑖) + 𝜀𝑡 

We begin our estimation at the 99.9th percentile and progress down in intervals of 0.05. 

The coefficient of interest is still 𝛽, except we now have three of them. The first one 𝛽0 corresponds 

to the contemporaneous effect; 𝛽1 captures the impact with a one-month lag; and 𝛽2 captures the 

impact with a two-month lag.  

Figure 9 presents the estimated 𝛽0 coefficients of the CFNAI regressions in the solid blue 

line. The magnitude of the monthly point estimates is smaller than that of the baseline GDP results, 

though it is still true that the largest point estimate is more than three times the point estimate at 

the top 1 percent threshold. In addition, the shape of the solid blue line is slightly different. The 

solid blue line begins to flatten out—and lose its statistical significance—below the top 0.5 

percent, whereas the baseline green line flattens out below the top 1 percent.  
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Figure 9: Impact on Monthly CFNAI 

 

Notes: This figure shows the estimated 𝛽0 coefficients for the monthly CFNAI regressions in the 

top 2 percent of the bank size distribution. The estimated 𝛽0 coefficients are depicted by the solid 

blue line with circular markers, and the dashed lines represent the 95th percent confidence interval 

around the point estimates. The point estimates from the baseline quarterly GDP regressions are 

depicted by the solid green line with triangular markers. Each point on the two solid lines 

represents an estimated coefficient. 
 

The results using the unemployment rate are similar, but with a couple of notable 

differences. First, the contemporaneous impact 𝛽0 is not the main driver of the results, but rather 

the lags, 𝛽1 and 𝛽2. Second, as shown in Figure 10, while the monthly point estimates are smaller 

in magnitude than the baseline ones, the monthly point estimates are statistically significant up to 

the top 1.5 percent of the bank size distribution. In contrast, the baseline estimates lose their 

statistical significance earlier, below the top 1.3 percent.  
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Figure 10: Impact on Monthly Unemployment Rate 

 
Notes: This figure shows the estimated 𝛽1 coefficients for the monthly unemployment rate 

regressions in the top 2 percent of the bank size distribution. The estimated 𝛽1 coefficients are 

depicted by the solid blue line with circular markers, and the dashed lines represent the 95th percent 

confidence interval around the point estimates. The point estimates from the baseline quarterly 

unemployment rate results are depicted by the solid green line with triangular markers. Each point 

on the two solid lines represents an estimated coefficient. 
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deposits better at predicting GDP growth, or is lagged GDP growth better at predicting failed 

deposits? The results are, on balance, favorable to our model. 

Consider columns (1) and (2) of Table 3. Up until the top 0.5 percent, the Granger tests 

suggest that lagged deposits at these large failed banks are better at predicting GDP growth than 

vice versa, because a smaller p-value corresponds to greater significance. Once the size threshold 

reaches the top 0.5 percent, however, the story changes: lagged values of GDP growth become a 

stronger predictor of deposits at failed banks. That implies reverse causality for stress at banks 

below the top 0.5 percent size threshold. However, the issue does not appear when analyzing 

changes in the unemployment rate. Columns (3) and (4) of Table 3 show that lagged deposits are 

uniformly better predictors of changes in the unemployment rate than vice versa.  

Thus, while these results provide some evidence that poor economic performance causes 

bank stress, they provide as much, if not more, evidence that bank stress causes poor economic 

performance. 

Table 3: Comparing p-Values of Granger Tests 

Percentile 

Lagged Failed 

Deposits 

Predict GDP 

(1) 

 Lagged GDP 

Predicts Failed 

Deposits 

(2) 

Lagged Failed 

Deposits  

Predict UR 

(3) 

 Lagged UR 

Predicts Failed 

Deposits 

(4) 

99.9 0.042 < 0.715 0.001 < 0.502 

99.8 0.011 < 0.303 0.003 < 0.345 

99.7 0.054 < 0.141 0.006 < 0.051 

99.6 0.069 < 0.165 0.010 < 0.081 

99.5 0.078  0.028 0.002 < 0.022 

99.0 0.035  0.010 0.003 < 0.006 

98.0 0.184  0.041 0.080 < 0.137 

Notes: This table contains the p-values of Granger tests at select percentiles. A smaller p-value 

corresponds to greater statistical significance. 
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C. Sample Period: Financial Crisis 

The recent financial crisis was a period of extreme bank stress compared to most periods 

in our full sample period. In addition, the crisis resulted in a large amount of assistance and 

acquisitions, such as the Troubled Asset Relief Program (TARP), that were the result of 

government initiatives. To assess the impact of the financial crisis on our baseline results, we run 

our baseline regressions from 1960 through 2006, removing the financial crisis entirely.  

Figure 11 compares the results of our GDP regression for the full and non-crisis samples. 

The shape of the estimated series is the same and the point estimates are uniformly negative, which 

suggest that the impact is still more severe for stress at the largest banks. The magnitude of the 

estimated impact is slightly smaller in this no-crisis sample, and the standard errors are larger (as 

shown by the wider confidence intervals), especially for the point estimates at the top of the bank 

size distribution.7 Note, however, that these point estimates are still significant at the 10 percent 

level. The results are qualitatively similar for the unemployment rate—the shape of the estimated 

series is the same, the point estimates are uniformly positive, and the standard errors are larger. 

 

 

 

 

 

 

 

                                                            
7 Figure 12 omits the point estimate at the 99.9th percentile because of small sample size.  
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Figure 11: Shorter Sample Period and Quarterly GDP 

 
Notes: This figure shows the estimated 𝛽𝑔 coefficients in the top 2 percent of the bank size 

distribution. The sample period ends in the fourth quarter of 2006, before the financial crisis. The 

estimated 𝛽𝑔 coefficients are depicted by the solid blue line with circular markers, and the dashed 

lines represent the 95th percent confidence interval around the point estimates. The point estimates 

from the baseline results are depicted by the solid green line with triangular markers. Each point 

on the two solid lines represents an estimated 𝛽𝑔 coefficient. 

 

D. Measure of Bank Stress: Failures v. Assistance 

The FDIC data used to create our bank stress measure includes both bank failures and 

assistance. In our baseline model, we considered a bank to have failed either when it failed or 

when it received government assistance. Nearly 600 of the roughly 4,100 observations in the 

dataset represent assistance. There are differences between the two types of observations because 

failing is more extreme than receiving assistance. We therefore re-run our regressions using only 

bank failures data. The result is similar to that of the previous robustness check, though the 
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standard errors are noticeably larger because we are using even fewer observations at the top end 

of the distribution.  

As shown in Figure 12, the shape of this estimated series is similar to that of the baseline 

and the point estimates are still all negative, which suggest that the estimated impact is still the 

most severe for stress at the largest banks. However, the magnitude of the point estimates is 

smaller, and the standard errors are much larger, as shown by the wider confidence intervals.8 

Although the shape of the plotted point estimates roughly matches our baseline, it is clear that 

removing government assistance observations from our sample has a disproportionate effect on 

the analysis of banks at the very top of the size distribution. The results are qualitatively similar 

for the unemployment rate. 

 

 

 

 

 

 

 

 

 

                                                            
8 Figure 12 omits the point estimate at the 99.9th percentile because of small sample size.  
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Figure 12: Failures Only and Quarterly GDP 

 

Notes: This figure shows the estimated 𝛽𝑔 coefficients in the top 2 percent of the bank size 

distribution. The estimated 𝛽𝑔 coefficients are depicted by the solid blue line with circular markers, 

and the dashed lines represent the 95th percent confidence interval around the point estimates. The 

point estimates from the baseline results are depicted by the solid green line with triangular 

markers. Each point on the two solid lines represents an estimated 𝛽𝑔 coefficient. 

 

E. Measure of Bank Stress: Assets of Failed Banks v. Deposits of Failed Banks 

Given the focus on bank liabilities, particularly on bank deposits, one might wonder what 

would happen if we focused on the asset side of the balance sheet. In our final robustness check, 

we use the assets of failed banks—instead of the deposits of failed banks—as our numerical proxy 

for bank stress. The amount of assets is inflation adjusted with the CPI and then converted to 

natural logarithm units. The results are very similar to our baseline case.  

As one can see in Figure 13, the magnitude of the point estimates are almost identical to 

those in our baseline scenario, which should not be surprising given the strong correlation between 
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deposits and assets at a bank. For both, the largest impact occurs at the 99.85th percentile with 𝛽𝑔 

equal to -0.063 in the present case and equal to -0.064 in the baseline case. The statistical 

significance, however, is slightly different in the present case. Under our baseline scenario, the 

point estimates were statistically significant up to the top 1 percent of the bank size distribution; 

here, the point estimates lose statistical significance below the top 0.75 percent. Not surprisingly, 

the results for the unemployment rate are qualitatively identical and robust. 

Figure 13: Assets of Failed Banks and Quarterly GDP 

 

Notes: This figure shows the estimated 𝛽𝑔 coefficients in the top 2 percent of the bank size 

distribution. The estimated 𝛽𝑔 coefficients are depicted by the solid blue line with circular markers, 

and the dashed lines represent the 95th percent confidence interval around the point estimates. The 

point estimates from the baseline results are depicted by the solid green line with triangular 

markers. Each point on the two solid lines represents an estimated 𝛽𝑔 coefficient. 
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V. Conclusion 

This article builds upon the important and early work of Bernanke (1983), which uncovers 

a link between aggregate bank stress and macroeconomic stress. We document evidence of a link 

between stress in the banking sector and stress in the economy that varies along the bank-size 

spectrum. Importantly, we find that stress among larger banks has a greater negative consequence 

on the economy than does stress at smaller banks.  

To this end, our analysis can broadly inform the size threshold at which enhanced standards 

take effect. There are, however, trade-offs involved with choosing the appropriate level. For 

instance, one might consider the level at which the impact of bank stress on the economy becomes 

statistically insignificant. Alternatively, one could choose to calibrate the threshold to a level at 

which the economic impact of stress is greater than zero and economically significant rather than 

statistically significant. Doing so would result in a higher threshold, and the precise level of 

economic significance would represent policymakers’ views on the trade-off between the costs of 

enhanced regulation and the benefits associated with more resilient banks.   

Our results survive multiple robustness tests, but are nonetheless subject to caveats. First, 

they are dependent on the particular measures of economic performance and bank stress 

considered, as well as the sample period employed. Second, an assumption implicit in this 

approach is that the cost of complying with enhanced standards is the same for banks of varying 

size. If costs of compliance vary with bank size, then these costs need to be considered in the 

analysis. 

In future research, we would like to explore an alternative measure of bank stress. All 

analyses to date have used deposits or assets of failed banks as a proxy for bank stress. We would 
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like to repeat our analysis using the deposits or assets of banks with low capital ratios, which 

provide a less extreme signal of bank stress than failing or receiving assistance from the FDIC. In 

addition, deposits of thinly capitalized banks can be adjusted to consider varying degrees of stress 

or “thinness,” whereas failed deposits are binary—a bank has either failed or it has not. 

Additionally, as mentioned in the introduction, size is not the sole predictor of what impact a bank 

would have on the economy when under stress. The complexity of a bank’s operations also factors 

into the equation. Future research could explore various ways to measure bank complexity so that 

size and complexity are analyzed together. 

In sum, our results are broadly informative about how the stringency of regulatory 

standards should vary with bank size, and support the idea that the largest banks should be subject 

to the most stringent requirements and smaller banks should be subject to successively less 

stringent requirements. 
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