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Abstract 

We use bank-firm matched data from regulatory filings (FR Y-14) to study how the capital buffers that 
large U.S. banks must satisfy to “pass” the quantitative component of the Federal Reserve’s CCAR 
stress tests impact banks’ C&I lending and firms’ C&I loan volumes, overall debt, investment spending, 
and employment.  We find that larger stress-test capital buffers lead to material reductions in bank C&I 
lending.  A 1 p.p. larger capital buffer results in a 2 p.p. lower (four-quarter) growth rate of utilized 
loans and a 1½ p.p. lower growth rate of committed loans.  The effects on firm loan volumes are larger, 
when we look at the loans that firms obtain from banks subject to stress tests.  A firm that borrows from 
banks that on a weighted-average basis face a 1 p.p. larger stress-test capital buffer, experiences a 4 p.p. 
lower rate of growth in utilized loans and a 3 p.p. lower rate of growth of committed credit lines.  
However, when we consider firms’ overall debt volumes we find no impact of higher stress-test capital 
buffers, suggesting that firms can find other sources of credit to substitute for the reduction in loans 
that they face from banks subject to stress tests.  We also find that firm investment and employment are 
largely unaffected by the capital buffers implied by stress tests.  Because in the U.S. the consequences 
for banks of not meeting their stress-test capital buffers are similar to those of not satisfying an activated 
countercyclical capital buffer (CCyB), our findings are informative for the effects of the CCyB.  Our 
results suggest that activating the CCyB in the U.S. would likely reduce the lending of the banks to 
which the CCyB applies, but would likely not impact the overall debt volumes, investment, and 
employment of the firms that borrow from these banks. 
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1.  Introduction 

The regulatory capital reforms implemented in response to the 2007-2009 global financial crisis have 

reignited the early 1990s (post-Basel I) debate on the implications of higher bank capital requirements on 

bank lending and real activity.  While there is broad consensus that post-crisis capital reforms have increased 

the quantity and quality of bank capital; the risk coverage of bank capital; and, thereby, the resilience of the 

banking sector, the costs of such reforms in the form of reduced bank lending and restrained real activity 

remain an open question.1  This paper revisits this question.  Specifically, this paper studies how the capital 

buffers that large U.S. bank holding companies (henceforth banks) must satisfy, in practice, to “pass” the 

quantitative component of the Federal Reserve’s Comprehensive Capital Analysis and Review (CCAR) stress 

tests impact banks’ commercial and industrial (C&I) lending and firms’ C&I loan volumes, overall debt 

volumes, investment spending, and employment. 

The bank-specific capital buffers implied by CCAR represent buffers that would allow banks to face a 

prolonged period of severe stress, to face sizable realized losses, and to experience large declines in 

regulatory capital ratios, but would still leave banks with capital levels above minimum requirements and, 

therefore, healthy enough to continue to intermediate credit.  These bank-specific capital buffers reflect an 

important enhancement to the post-crisis capital regime in that they require banks to have sufficient capital 

buffers to cover their forward-looking risks and still meet minimum capital requirements.  To be sure, the 

CCAR stress tests and the capital buffers they imply are only one component of the strengthened capital 

requirements faced by large U.S. banks in the post-crisis world.  For example, large banks that are considered 

to be globally, systemically important banks (that is, GSIBs) also face a quantitative risk-based capital 

surcharge (the so-called GSIB surcharge) and large U.S. banks – as indeed do all banks – also face 

strengthened capital requirements stemming from the implementation of Basel III capital standards.  That 

said, for large U.S. banks – and particularly over the 2012 to 2016 period that we used for our analysis – the 

CCAR stress tests and the capital buffers that they imply were typically the most binding capital standard.2    

                                                      
1 See the Federal Reserve Board’s November 2018 Financial Stability Report for an articulation of the view that the 
post-crisis capital reforms have increased the resilience of the banking sector 
(https://www.federalreserve.gov/publications/files/financial-stability-report-201811.pdf)  
2 We would note that under current CCAR stress testing regulations the bank-specific capital buffers that we characterize 
as being implied by CCAR are de facto capital buffers.  That is, these buffers reflect the requirement in CCAR that banks 
maintain capital at levels that would allow them to face severe stress and experience large declines in their regulatory 
capital ratios but still maintain capital levels above minimum requirements.  They do not reflect the implementation of a 
buffer of any amount through any existing CCAR regulations.  This situation is in contrast to buffers like the capital 
conservation buffer or GSIB surcharge, which are implemented by regulations and, as such, are de jure buffers.  In our 
discussion of the various capital buffers that exist in the post-crisis regulatory world, we do not repeatedly specify 
whether these buffers are de facto or de jure buffers, because for the purpose of our empirical analysis, this distinction in 
the nature of buffers has no implications 

https://www.federalreserve.gov/publications/files/financial-stability-report-201811.pdf
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Our approaches for studying the implications of stress-test capital buffers on banks’ C&I lending and 

firms’ C&I loan volumes, overall debt volumes, investment spending, and employment differ slightly 

depending on the variable in question, although our principal dataset is the same throughout.  For examining 

the impact of higher stress-test capital buffers on bank lending we use data on banks’ commercial and 

industrial (C&I) loans, where an observation in this dataset is the quantity of loans matched to a specific 

(lending) bank and a specific (borrowing) firm.  This data is from the FR Y-14 quarterly regulatory reports 

filed by the 30 or so bank holding companies subject to the Federal Reserve Board’s CCAR exercise on their 

C&I loan portfolios, which means that these data are collected for the banks that currently participate in the 

stress tests and have material C&I loan portfolios.  In CCAR 2012 and CCAR 2013, the first two publicly-

released post-crisis stress tests (both of which are considered in our analysis), 18 bank holding companies – 

specifically, those with assets greater than $100 billion – participated in the stress tests and of these 16 bank 

holding companies had material C&I loan portfolios.  Since CCAR 2014, 33 bank holding companies – 

specifically, those with assets greater than $50 billion – have participate in the stress tests and of these 31 

bank holding companies have had material C&I loan portfolios.  However, we use the smaller set of 16 bank 

holding companies in our analysis, because they have been in CCAR for all of the five stress-test cycles – that 

is, 2012 to 2016 – that we use in our panel analysis.  This smaller set of 16 bank holding companies accounts 

for about 66 percent of total banks C&I loans, which is only a little less than the 80 percent of total banks 

C&I loans accounted for by the larger set of 31 bank holding companies.3   

Our analysis stops in 2016 largely because of Basel III capital buffers – specifically, the constant 

capital conservation buffer and the GSIB surcharge – starting to be phased-in in that year.4  These additional 

buffers, which are distinct from the buffers implied by CCAR but exist alongside them, present some 

complications in studying the effects of stress-test capital buffers, since these buffers rather than stress-test 

capital buffers can be the ones that bind.  That said, until 2016 the chances of this happening is quite small 

given that only one-fourth of these buffers’ full amounts were phased-in in 2016.  In 2017 and beyond the 

chances of this happening is much more significant and for this reason we stopped our analysis in 2016. 

                                                      
3 In October 2018, the Federal Reserve Board issued for public comment a framework to sort banks into categories that 
depend on their level of risk and to tailor the regulations that apply to each category of bank.  (See the press release at 
https://www.federalreserve.gov/newsevents/pressreleases/bcreg20181031a.htm.)  If adopted, this proposed rule would 
result in a fewer number of bank holding companies than at present being subjected to CCAR data reporting 
requirements, although this number would be similar to the number we use in our analysis.  These banks would be 
subject to stress tests at the two-year frequency, while a smaller number of banks would be subject to stress test at the 
one-year frequency.  As of the time of writing, the comment period for this proposed rule had closed, although no final 
rule had been released.    
4 The maximum allowable size of the Basel III CCyB also started to be phased-in in 2016, although because it was not 
activated it does not present any complications for our analysis. 

https://www.federalreserve.gov/newsevents/pressreleases/bcreg20181031a.htm
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Using loan data matched to a specific bank and a specific firm allows us to overcome the typical 

identification concern associated with disentangling supply- from demand-driven changes in lending.  That is, 

using these data we are able to isolate the impact of higher stress-test capital buffers by controlling for loan 

demand at the firm level.  We do this following an approach similar to Khwaja and Mian (2008), which relies 

on firms that borrow from multiple banks and within-firm loan-growth comparisons across banks.  That is, we 

examine how loan growth for the same firm differs between banks given differences in the sizes of these 

banks’ stress-test capital buffers and we perform this analysis as a panel for stress-test years extending from 

2012 to 2016.  For our approach, we follow Bertrand, Duflo, and Mullainathan (2004), and collapse our data 

into a single pre-treatment and single post-treatment and define loan growth as the percent difference between 

the average volume of loans in the three quarters before and three quarters after the quarter in which the stress 

test buffers become known.   

We find a negative and significant effect of changes in stress-test capital buffers on loan growth.  

Specifically, a 1 percentage point higher stress-test capital buffer, measured in terms of the CET1 capital 

ratio, results in a roughly 2 percentage point lower growth rate of utilized loans and a 1½ percentage point 

lower growth rate of committed loans.  Given that in our sample of firm-bank matched loans, the average 

growth rate of a utilized loan is 5 percent and that for a committed loan is 4¾ percent, these effects are 

material.  That said, with the average CET1 capital ratio across banks being about 10¾ percent, if banks were 

to reduce their risk weighted assets and loans to meet the higher capital ratios implied by higher capital 

buffers then a 1 percentage point higher stress-test capital buffer would imply a 8½ percent reduction in loan 

growth.  Our results suggest a reduction in loan growth about half the size of this amount.   

Using our matched bank-firm analysis, we also consider the consequences of banks having higher 

equity capital ratios on bank lending.  Consistent with previous findings in the bank capital literature, we find 

positive and significant effects of bank capital ratios on lending, suggesting that banks with higher capital 

ratios lend more.  Specifically, we find that a 1 percentage point higher equity capital ratio implies a 

5½ percentage point higher rate of bank loan growth, both in terms of utilized and committed credit amounts.  

The positive effect of equity capital on loan growth is larger than the negative effect associated with the 

capital buffer, which points to a positive overall effect on loan growth as a result of post-crisis regulations that 

require higher capital levels. 

From the firm’s perspective, the effects of higher stress-test capital buffers on loan volumes also seem 

material when we confine ourselves to looking only at the volume of loans that firms obtain from banks 

subject to stress tests.  We take our individual loan-level data and for each firm aggregate loans across the 

16 banks in our sample to obtain for each quarter the volume of the firms’ utilized loans and the volume of 

their committed loans.  We also construct a weighted average of the stress-test capital-ratio declines faced by 
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each bank from which the firm borrows, which captures the exposure of each firm to stress-test capital 

buffers.  We then consider the effects of this firm-level stress-tests exposure variable on firm loan growth, 

where, as with the other regressions, we use the growth rate for average volume of loans in the three quarters 

before and after the quarter in which the stress-test results are released as our dependent variable.  Here we 

find that a firm that borrows from banks that lead it to face, on a weighted-average basis, a 1 percentage point 

higher stress-test capital buffers, experiences a roughly 4 percentage point lower rate of growth in utilized 

loans and a roughly 3 percentage point lower rate of growth of committed lines of credit.  Given that in our 

regressions the average growth rate across firms for their utilized loan volumes is about 8 percent while for 

their committed loan volumes the amount is about 7 percent, these effects are material.  That said – and as 

noted above – since the average CET1 capital ratio across banks is 10¾ percent, the reduction in firm loan 

growth that we find is about two to three times smaller than the reduction that would be implied by banks 

reducing their assets to satisfy the higher capital ratios implied by higher capital buffers. 

The FR Y-14 data that we use for our analysis also provides for each loan accompanying firm balance 

sheet and expenditure information.  This data allows us to study the effects of stress-test capital buffers on 

firm outcomes, such as overall debt volumes and investment spending.  For this analysis, we again use firms’ 

exposures to the stress-test capital buffers – calculated using the weighted average of the stress-test capital-

ratio declines faced by each bank from which the firm borrows – and we consider how this variable affects 

firm overall debt growth and investment spending.  For both of these firm variables we find essentially no 

impact of higher stress-test capital buffers.  Firm employment is another key firm outcome of interest, 

although, in this case, the FR Y-14 data does not contain information on this variable.  To gauge the impact of 

capital buffers on employment, therefore, we match firm headquarter locations in the FR Y-14 data with 

county-level employment and constructed a weighted average of the stress-test capital-ratio declines faced by 

each bank lending to firms in specific counties as a measure of the county exposure to the stress-test capital 

buffers.  We then consider how this variable affects firm employment at the county level.  Here we again find 

no impact of higher stress-test capital buffers on employment.   

In order to check for the robustness of our results, we re-estimate our firm outcome regressions using 

COMPUSTAT instead of FR Y-14 as the source for firm outcomes variables of debt volumes, investment 

spending, and employment.  This alternative data source implies a smaller set of firms (that is about 3000 

publicly traded firms only) but still we find no impact of higher stress-test capital buffers.  These results 

suggest that while firm borrowing from banks subject to stress tests are impacted by stress-test capital buffers, 

firms have some scope to substitute to other sources of funding and, as such, their overall borrowing and, in 

turn, their investment spending and hiring is not restrained.  
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Our paper is related to several strands of the empirical literature that studies the relationship between 

bank capital and bank lending.  For example, our paper is related to the literature that studies the impact of 

changes in bank capital levels or in capital requirements on lending (including, Peek and Rosengreen 1997, 

Calem and Rob 1999, Gambacorta and Mistrulli 2004, Aiyar, Calomiris, and Wieladek 2014, Mésonnier and 

Monks 2015, and Gropp, Mosk, Ongena, and Wix 2016, Fraisse, Lé, and Thesmar 2017).  Our paper is 

particularly close to those that study the impact using loan level data (including, Puri, Rocholl, and 

Steffan 2011, Rice and Rose 2016, Jimenez, Ongena, Peydro, and Saurina 2017, Lambertini and Mukherjee 

2016, Calem, Correa, and Lee 2017).  In general, this research finds that a 1 p.p. reduction in capital levels or 

increase in minimum capital requirements reduces bank loan growth, with estimates of the negative impact 

ranging between 1 to 25 percentage points, albeit with most estimates lying in the lower part of this range.  

Our findings of a lending reduction in C&I lending of about 2 percentage points is within the range of 

previous estimates.   

Our paper is also related to the literature that considers the impact of the level of bank capital on 

lending (including, Bernanke and Lown 1999, Hancock and Wilcox 1993, Francis and Osborne 2009, 

Berrospide and Edge 2010, and Carlson, Shan, and Warusawitharana 2013).  These papers find a positive 

relationship between bank capital ratios and lending, though estimates of the size of the effect vary over time 

and across countries (for example, they find sizable effects for U.S. banks in the early 1990s but modest 

effects more recently).  Our findings of a positive effect of bank capital on lending is consistent with this 

strand of the literature, but suggest a larger effect of capital during the post-financial crisis period.   

Additionally, our paper is related to the literature that studies the effects of stress tests on bank 

lending as well as other types of bank behavior.  With regard to the literature on bank lending, Connolly 

(2018) examines the effects of the 2009 U.S. bank stress tests (SCAP) on bank syndicated lending and finds 

that loans from non-tested foreign banks substituted for the reduction in credit from CCAR-tested domestic 

banks.  Also in this literature Cortes, Demyanyk, Li, Loutskina, and Strahan (2018) study the effects of stress 

tests on the volume and rates charged on small business loans and find that geographic location – and whether 

the stress tested bank has a branch in that locations – matters for whether credit supply is cut bank.  With 

regard to the literature considering other types of bank behavior, the empirical findings for considering bank 

risk-taking are quite mixed.  Some papers find that banks subject to stress tests cut their credit supply to better 

manage their risks (Acharya, Berger and Roman 2017, Pierret and Steri 2018), while others find no additional 

effects on bank lending associated with the larger severity of supervisory stress tests relative to banks’ own 

stress tests (Bassett and Berrospide 2018).  Some papers in this latter literature consider bank-modeling 

practices and, in particular, find that banks may strategically and systematically adjust their internal models to 

smooth the losses in the stress tests (Niepmann and Stebunovs 2018).   
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 While studying the effects of stress-test capital buffers on bank lending and firm borrowing, 

investment, and employment is of interest in its own right, it is worth noting that our analysis also provides 

insights as to the potential effects on bank lending and the macroeconomy of the Basel III countercyclical 

capital buffer (CCyB).  The CCyB is a very new time-varying macroprudential policy tool that has just started 

to be activated by a number of countries and for which there is little empirical evidence as to its effects.  In 

this regard, our paper – which uses insights from the experiences of the U.S. with stress-test capital buffers to 

consider the effects of the CCyB on bank lending and firm activity – is similar to the paper of  Jimenez et 

al. (2017) – which uses insights from Spain’s experiences with dynamic provisioning to inform the effects of 

the CCyB.  The CCyB and the capital buffers implied by stress tests are, however, much more similar to each 

other than the CCyB is to dynamic provisioning.  For example, the CCyB and the bank-specific capital buffer 

implied by stress tests both supplement minimum capital ratios by time varying amounts and both apply to 

common-equity tier 1 capital.  In contrast, dynamic provisioning applies to tier 2 capital and deducts from 

bank earnings, which the CCyB and capital buffer implied by stress test do not.  To the extent that banks are 

more concerned about their reported earnings, which may be a more visible measure of their performance, 

than how much of their capital they can distribute, they could respond differently to dynamic provisioning 

than they do the CCyB or stress-test capital buffers.  Additionally, a bank’s rate of loan growth enters directly 

the Bank of Spain’s formula for calculating the bank’s general countercyclical provision requirements.5  This 

direct influence of loan growth on provisions, because it provides a way for banks to reduce their provisions, 

could induce more sizable reductions in loan growth in response to an increase in provisions.  Indeed, the 

estimates obtained by Jimenez et al. (2017) for the amount by which bank loan growth responds to an 

increase in capital – in this case tier 2 capital – is very large and an outlier for the literature.  Given the greater 

similarities between the CCyB and the capital buffers implied by stress tests relative to the CCyB and 

dynamic provisioning, we consider that the estimates that we obtain from our analysis and likely provide a 

better guide as to the effects of the CCyB  

To be sure, however, there are differences between the CCyB and the capital buffers implied by stress 

tests.  One important difference lies in how the size of the CCyB and of the capital buffer implied by CCAR 

are determined.  (The Appendix discussed these differences in detail.)  The CCyB depends on what level 

(between 0 percent and 2.5 percent) policymakers decide to set it at for all of the banks to which the CCyB is 

                                                      
5 More specifically, in the Bank of Spain’s formula total provisions are the sum of specific and general provisions.  
Specific provisions equal to the level of provisions implied by non-performing loans while general provisions are given 
by 𝛼𝛼 ∙ ∆𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡 + (𝛽𝛽 − (𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑃𝑃𝑃𝑃𝐿𝐿𝑃𝑃𝑆𝑆𝐿𝐿𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡/𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡))𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡.  Notably general provisions are proportional to the increase 
in the loan portfolio and the amount that the current ratio of specific provisions to loans are below the average for that of 
the last credit cycle. 
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applicable, given policymakers’ framework for determining the CCyB.6  A bank’s CCAR capital buffer 

depends on the scenario in the stress test; the exposure of the bank to the adverse developments that occur in 

the scenario; and the calculated or pro forma amounts that the bank’s capital-ratio declines in the stress tests, 

because these declines affect how much capital a bank must, in turn, fund itself with.  Under current 

regulations, the consequences of not meeting CCAR-implied buffers and the CCyB are similar, in that they 

imply limitations in the distribution of bank profits, rather than the more serious outcomes that would occur if 

bank capital ratios were to not only not satisfy buffers but to also not satisfy minimum regulatory 

requirements.7  Interestingly, under proposed regulations (specifically, under a proposed rule referred to as the 

stress capital buffer, SCB, proposal), the consequences of not meeting these buffers, which would still be 

limitations in the distribution of bank profits in the form of capital distributions and discretionary bonuses, 

would be the same.8  Note also, that the banks that must satisfy CCAR capital buffers (currently, bank holding 

companies with more than $50 billion in assets) encompass the U.S. banks that are currently subject to the 

CCyB (that is, bank holding companies with more than $250 billion in assets or more than $10 billion in on-

balance-sheet foreign exposures) and would be subject under proposed rule (that is, bank holding companies 

with more than $250 billion in assets).9    

The paper is organized as follows.  Section 2 explains our empirical strategy for examining the effects 

of stress-test capital buffers on bank lending.  Section 3 discusses the data that we use for this analysis.  

Section 4 presents our empirical results on the effects of stress-test capital buffers on bank lending using two 

approaches: one that looks at the bank-firm matched data and one that looks at the data aggregated to the firm 

level to study the impact of the stress tests capital buffers on firm bank borrowing, overall debt and firm 

investment spending.  It also discusses our results on the impact on county-level employment, and at the same 

time discusses any additional data that we use.  Finally, in section 5, we conclude by reviewing our findings 

                                                      
6 The Federal Reserve Board’s framework for determining the setting of the CCyB was published in September 2016.  
For details, see: https://www.federalreserve.gov/newsevents/pressreleases/bcreg20160908b.htm.    
7 Note that currently not satisfying the CCyB also places restrictions on capital distributions and discretionary bonuses 
according to a formula, while not satisfying the buffers implied by stress tests results in banks not receiving a non-
objection to their capital plans by the Federal Reserve Board. 
8 In April 2018, the Federal Reserve Board released for public comment a proposal to simplify its capital rules for large 
banks.  This proposal included a firm-specific stress capital buffer (SCB), which would in part integrate the forward-
looking stress test results with the Board’s non-stress capital requirements.  Such a buffer would be a de jure buffer.  For 
details, see https://www.federalreserve.gov/newsevents/pressreleases/bcreg20180410a.htm.   
9 As discussed in an earlier footnote, in October 2018, the Federal Reserve Board issued for public comment a 
framework to sort banks into categories that depend on their level of risk and to tailor the regulations that apply to each 
category of bank.  If adopted, this proposed rule would result in the CCyB applying to a fewer number of bank holding 
companies than at present.  Specifically, the CCyB would no longer apply to bank holding companies with more than 
$10 billion in on-balance-sheet foreign exposures.  As of the time of writing, the comment period for this proposed rule 
had closed, although no final rule had been released. 
  Note also that the CCyB is a de jure buffer while the capital buffers implied by stress tests are de facto buffers, 
although as already noted this does not affect our empirical analysis.  Interestingly, also, under the SCB proposal, both 
the CCyB and capital buffers implied by stress tests would represent de jure capital buffers. 

https://www.federalreserve.gov/newsevents/pressreleases/bcreg20160908b.htm
https://www.federalreserve.gov/newsevents/pressreleases/bcreg20180410a.htm
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of the effects of the stress-test capital buffers on bank C&I lending, firm C&I borrowing, and firm overall 

debt, investment, and employment.  Additionally, in section 5, we consider what our results suggest for the 

effects of the CCyB, since, as noted earlier, not meeting CCAR-implied buffers and not satisfying an 

activated CCyB imply similar capital-distribution implications for banks.  We explain these facts more fully 

in Appendix A. 

 

2.  Empirical strategy 

As noted, we follow two approaches in considering the effects of bank capital requirements on bank lending.  

The first approach uses C&I bank-firm-level data, which is constructed from loan-level data contained in the 

FR Y-14 regulatory reports that is collected for the very large banks that are currently subject to the CCAR 

stress tests and, in the case of C&I, have material C&I loan portfolios.  This bank-firm level data allows us in 

our analysis to better control for loan demand using a within firm estimation method.  For this analysis, we 

consider what different capital-ratio declines under stressed conditions imply for the lending of banks 

between 2012 and 2016.  Our rationale for focusing on capital-ratio declines under stressed conditions stems 

from the requirement in the post-crisis capital framework for large banks to maintain capital buffers sufficient 

to enable them to endure a prolonged period of severe stress and still be able to meet minimum capital 

requirements.  The capital-ratio declines that a bank experiences in the stress tests indicates the size of the 

buffer that the bank must satisfy. 

Our second approach considers the firm-level impact of the capital buffers implied by the stress tests.  

This approach uses data on the loans that firms obtain from all the different banks in our sample, as well as 

data on firm balance sheets and expenditure information that accompanying the loan information reported by 

stress-tested banks in the FR Y-14 data.  This firm-level data allows us to study the implications of the capital 

requirements on firm debt volumes and investment spending.  COMPUSTAT data enables us to undertake 

robustness analysis for our results on the effects of capital requirements on debt volumes and investment 

spending and allows us to consider the effect on employment.  With regard to the latter, county level 

employment data also allows us to gauge the effect of stress-test capital buffers. 

2.1. C&I loan bank-firm-level analysis 

We start our analysis of the impact on large bank lending of different-sized stress-test capital buffers by using 

a methodology that follows the Khwaja and Mian’s (2008) identification approach, which helps to isolate 

credit supply changes (e.g., changes in regulatory capital) from shifts in loan demand.  To that end, we use 

multiple bank-firm relationships to control for loan demand and include observed and unobserved firm 

characteristics, using the following panel regression equation: 
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𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑔𝑔𝑃𝑃𝐿𝐿𝑔𝑔𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑡𝑡+1 = 𝛼𝛼𝑖𝑖𝑖𝑖 + 𝜏𝜏𝑖𝑖𝑡𝑡 + 𝛽𝛽1 ∙ 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃𝑖𝑖𝑡𝑡 + 𝛽𝛽2 ∙ 𝐾𝐾 𝑃𝑃𝐿𝐿𝑔𝑔𝑆𝑆𝐿𝐿𝑖𝑖𝑡𝑡 + 𝛾𝛾𝑋𝑋𝑖𝑖𝑡𝑡 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑡𝑡+1     (1) 

In this specification, Loan growth is the annual growth rate of C&I loans (either utilized or committed 

amounts) measured as the log change of loans of BHC i to firm j after the disclosure of stress tests results in 

every year.  The change in BHC loans – following Bertrand, Duflo, and Mullianathan (2004) – is calculated 

as the log difference between loan averages 3 quarters after and 3 quarters before the disclosure of stress tests 

results.  ST Buffer is the stress-test capital buffer measured as the decline in the tier1 capital ratios (CET1) 

from start to minimum, of BHC i in the stress test exercise of year t.  K ratio is the equity capital to assets 

ratio of BHC i at the beginning of the stress tests exercise in year t.  This capital ratio is a variable of 

particular interest, among bank controls, and allows us to assess the extent to which banks with higher levels 

of capital (also resulting from the higher capital requirements associated with the stress tests) should be less 

constrained in their lending activities, and thus in a better position to expand their lending.  X is a vector of 

other bank controls that include size (log of total assets), the ratio of deposits to total assets, the ratio of liquid 

assets to total assets, the ratio of net charge-offs to total assets, and the share of C&I loans in total assets.  

These bank controls are measured at the beginning of the stress tests exercise in year t.  To tighten 

identification, we also include firm-bank fixed effects, αij, to control for relationships between firms and their 

respective lenders, and firm-time fixed effects, τjt, that control for observed and unobserved firm 

heterogeneity that may vary over time.  We also interact ST Buffer with year dummies to assess the time 

variation of the impact of the decline in capital on firm outcomes for different stress testing exercises. 

Notice that the firm-bank and firm-time fixed effects in the panel regression specification above 

absorb the effects on the lending of firms that borrow from only one BHC throughout the sample period 

(single-bank firms), and thus the analysis implicitly focuses only on firms borrowing from multiple banks 

(multi-bank firms).  As in Khwaja and Mian (2008), our regression specification compares how – after 

information about the size of capital buffers becomes available – the same firm’s loan growth from one bank 

changes relative to another bank that is less affected by the new information (e.g., a smaller forward-looking 

capital buffer).  The within firm comparison absorbs firm-specific changes in credit demand and thus the 

estimated difference in loan growth can be attributed to differences in bank stress-test capital buffer 

requirements.   

We also consider an alternative specification that replaces firm-bank and firm-time fixed effects with 

firm, bank, and time fixed effects, denoted by α, δ, and τ, respectively, and firm controls, denoted by Y, to 

specifically account for observed firm characteristics that affect bank lending decisions.  In particular, we 

consider,  

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑔𝑔𝑃𝑃𝐿𝐿𝑔𝑔𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑡𝑡+1 = 𝛼𝛼𝑖𝑖 + 𝛿𝛿𝑖𝑖 + 𝜏𝜏𝑡𝑡 + 𝛽𝛽1 ∙ 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃𝑖𝑖𝑡𝑡 + 𝛽𝛽2 ∙ 𝐾𝐾 𝑃𝑃𝐿𝐿𝑔𝑔𝑆𝑆𝐿𝐿𝑖𝑖𝑡𝑡 + 𝛾𝛾𝑋𝑋𝑖𝑖𝑡𝑡 + 𝛾𝛾𝑌𝑌𝑖𝑖𝑡𝑡 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑡𝑡+1    (2) 
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This specification ultimately uses fewer observations as BHCs do not report financial information for 

all their borrowing firms in FR-Y14.  Additionally, including firm variables in the regression does not control 

for firm characteristics as well as focusing only on multi-bank firms in our regression and, as such, this 

specification does not isolate the effects of a change in bank capital ratios as cleanly.  This approach is similar 

to that used by Jimenez, et al. (2017) to examine the effects of bank capital or liquidity on bank lending.   

Our expectations in equation (1) and (2) are for a negative sign for the coefficient on the variable 

ST Buffer – that is, 𝛽𝛽1 < 0, and a positive sign for the coefficient on the variable K ratio – that is, 𝛽𝛽2 > 0.  

Our expectation for 𝛽𝛽1 < 0 reflects the general assessment that, all else equal, a bank that needs to satisfy a 

larger capital buffer as a result of the stress tests will likely want to restore, at least to some extent, its capital 

ratio back to where it was relative to its required ratio by reducing its loans.  Our expectation for 𝛽𝛽2 > 0 is 

consistent with previous findings in the bank capital literature (e.g., Bernanke and Lown, 1991; Berrospide 

and Edge, 2010; Carlson et al. 2011).   

2.2. Firm-level analysis 

In our bank-firm analysis above, we hypothesize a negative impact of the higher stress-test capital buffers on 

the growth of bank loans to client firms.  However, such reduction in bank lending may not have any 

aggregate effect in firm outcomes such as their overall debt volumes, investment spending and employment if 

firms can offset their reduced bank-specific loan by borrowing more funds from other (smaller) banks, not 

subject to the CCAR stress tests, or from nonbank financial institutions or institutional investors.  We 

examine the possibility that such substitution occurs by considering a sequence of similarly specified firm-

level regressions, albeit with a different firm-outcome dependent variable in each case.   

The basic regression equation that we use to investigate the impact of capital buffers on firm 

outcomes is:  

𝐹𝐹𝑆𝑆𝑃𝑃𝐹𝐹 𝑂𝑂𝐵𝐵𝑔𝑔𝑆𝑆𝐿𝐿𝐹𝐹𝑆𝑆𝑖𝑖𝑡𝑡+1 = 𝛼𝛼𝑖𝑖 + 𝜏𝜏𝑔𝑔𝑡𝑡 + 𝛽𝛽 ∙ 𝐹𝐹𝑆𝑆𝑃𝑃𝐹𝐹 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃 𝐸𝐸𝐸𝐸𝑆𝑆𝐿𝐿𝐿𝐿𝐵𝐵𝑃𝑃𝑆𝑆𝑖𝑖𝑡𝑡 + 𝛾𝛾𝑌𝑌𝑖𝑖𝑡𝑡 + 𝜀𝜀𝑖𝑖𝑡𝑡+1  (3) 

where depending on the regression Firm Outcome is either the growth in total firm borrowing from the 

16 large U.S. banks that we use in our analysis, overall firm debt growth, firm investment spending growth or 

firm employment growth.  As with our bank loan growth analysis above, we calculate all of these changes as 

log differences between 3-quarter averages in the firm outcome after and 3-quarter averages before the stress 

test results are disclosed.  We look only at multibank firms; that is, firms that borrow from at least 2 banks, 

with at least one bank in the low-capital decline group (below the median capital decline) and the other one in 

the high-low capital decline group (above the median capital decline).  By construction, this categorization of 

firms exclude the firms that borrow from multiple banks, with all those banks being in either the low- or high-

capital decline groups.   
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 In the first regression of the type described by equation (2) our dependent variable is growth in Total 

Firm Borrowing from the 16 large U.S. banks that we use in our analysis.  Total Firm Borrowing for firm j in 

year t is, in turn, defined as the sum of firm j’s C&I borrowing across all of the banks in our sample; that is, 

𝑆𝑆𝐿𝐿𝑔𝑔𝐿𝐿𝑇𝑇 𝐹𝐹𝑆𝑆𝑃𝑃𝐹𝐹 𝐵𝐵𝐿𝐿𝑃𝑃𝑃𝑃𝐿𝐿𝑔𝑔𝑆𝑆𝐿𝐿𝑔𝑔𝑖𝑖𝑡𝑡 =  ∑ 𝐹𝐹𝑆𝑆𝑃𝑃𝐹𝐹 𝐵𝐵𝐿𝐿𝑃𝑃𝑃𝑃𝐿𝐿𝑔𝑔𝑆𝑆𝐿𝐿𝑔𝑔𝑖𝑖𝑖𝑖𝑡𝑡 𝑁𝑁
𝑖𝑖=1      (4) 

In the second regression of the type described by equation (2) our dependent variable is growth in 

Overall Firm Borrowing, which is, more conveniently, a variable collected in the FR Y-14 dataset as well as a 

variable in COMPUSTAT (albeit for publicly traded firms only).  In the third regression, our dependent 

variable is growth in Firm Investment Spending.  Because the FR Y-14 dataset does not have capital 

expenditures, for our Firm Investment Spending equation using our FR Y-14 dataset, firm investment 

spending is measured as the change in fixed assets.  When we use the COMPUSTAT dataset as a robustness 

check for our results, investment spending is measured as the log change in property, plant and equipment 

(fixed assets), and for robustness analysis, we measure this variable as log changes in capital expenditures.  In 

the last regression of the type described by equation (2) our dependent variable is growth in Firm 

Employment, although for this specification of our employment growth regression we only use COMPUSTAT 

data.  We do perform some additional regressions to consider the effect of stress-test capital buffers on 

employment,  but defer our discussion of these regressions – for which the dependent variables is County 

Employment –until the end of all of our discussion of equation (2).   

With regard to the explanatory variables in equation (2), Firm ST Buffer Exposure is a central one and 

refers to the firm-level exposure to the buffer implied by the stress test.  This variable allows us to assess the 

impact of the bank capital declines in the stress test exercise – and thereby stress-test capital buffers – on firm 

outcomes.  We define Firm ST Buffer Exposure as the loan-share weighted average of the post-stress capital 

decline for the BHCs that each firm borrows from before the stress tests in year t.  Thus, Firm ST Buffer 

Exposure for firm j borrowing from bank i=1,2…,N at time t is defined as: 

𝐹𝐹𝑆𝑆𝑃𝑃𝐹𝐹 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃 𝐸𝐸𝐸𝐸𝑆𝑆𝐿𝐿𝐿𝐿𝐵𝐵𝑃𝑃𝑆𝑆𝑖𝑖𝑡𝑡 =  ∑ 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃𝑖𝑖𝑡𝑡  ∙  𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑙𝑙𝑎𝑎𝑙𝑙𝑎𝑎𝑙𝑙𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖−1
∑ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑙𝑙𝑎𝑎𝑙𝑙𝑎𝑎𝑙𝑙𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖−1∀ 𝑖𝑖

∀ 𝑖𝑖    (5) 

In other words, Firm ST Buffer Exposure measures the amount by which firm j is affected by the 

decline in capital and stress-test capital buffer of bank i.  This amount depends on the extent that firm j 

borrows from bank i, which is given by the volume of loans obtained from bank i as a fraction of the total 

bank loan amount borrowed by the firm from N multiple banks.  In some of our regression specifications, we 

also interact Firm ST Buffer Exposure with year dummies to assess the time variation of the impact on firm 

outcomes.  The variable Y denotes firm controls measured at the beginning of the stress tests exercise such as 

size (log of total assets), cash to total assets, the leverage ratio (debt to total assets), and the ratios of earnings 

before interest, taxes and depreciation and amortization (EBITDA), sales, and tangible assets to total assets.  
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When we use the COMPUSTAT dataset for publicly traded firms, we also include the market to book ratio of 

assets.  Lastly, equation (3) also includes firm fixed effects, denoted by α, to control for unobserved firm 

heterogeneity and group-time fixed effects, denoted by τ, to control for unobserved firm industry-group that 

may vary over time.   

2.3. County-level employment analysis 

As noted, the additional regression that we specify to consider the effect of stress-test capital buffers on 

employment is defined at the county level.  Our dependent variables is County Employment Growth, 

calculated as the growth in the number of employees at industrial firms in the country, and our key variable of 

interest is County ST Buffer Exposure, defined below.  The equation we estimate is specified as: 

𝐶𝐶𝐿𝐿𝐵𝐵𝐿𝐿𝑔𝑔𝐶𝐶 𝐸𝐸𝐹𝐹𝑆𝑆𝑇𝑇𝐿𝐿𝐶𝐶𝐹𝐹𝑆𝑆𝐿𝐿𝑔𝑔 𝐺𝐺𝑃𝑃𝐿𝐿𝑔𝑔𝑔𝑔ℎ𝑐𝑐𝑡𝑡+1 = 𝛼𝛼𝑐𝑐 + 𝛽𝛽 ∙ 𝐶𝐶𝐿𝐿𝐵𝐵𝐿𝐿𝑔𝑔𝐶𝐶 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃 𝐸𝐸𝐸𝐸𝑆𝑆𝐿𝐿𝐿𝐿𝐵𝐵𝑃𝑃𝑆𝑆𝑐𝑐𝑡𝑡 + 𝛾𝛾𝑍𝑍𝑐𝑐𝑡𝑡 + 𝜀𝜀𝑐𝑐𝑡𝑡+1 (6) 

and the variable County ST Buffer Exposure is as defined as 

𝐶𝐶𝐿𝐿𝐵𝐵𝐿𝐿𝑔𝑔𝐶𝐶 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃 𝐸𝐸𝐸𝐸𝑆𝑆𝐿𝐿𝐿𝐿𝐵𝐵𝑃𝑃𝑆𝑆𝑐𝑐𝑡𝑡     

                     =  ∑ ∑ 𝑆𝑆𝑆𝑆 𝐵𝐵𝐵𝐵𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃𝑖𝑖𝑡𝑡∀ 𝑖𝑖∀ 𝑖𝑖 𝑤𝑤 𝐻𝐻𝐻𝐻 𝑖𝑖𝑙𝑙 𝑐𝑐𝑙𝑙𝑎𝑎𝑙𝑙𝑡𝑡𝑐𝑐 𝑐𝑐 ∙ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑙𝑙𝑎𝑎𝑙𝑙𝑎𝑎𝑙𝑙𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖−1
∑ ∑ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑙𝑙𝑎𝑎𝑙𝑙𝑎𝑎𝑙𝑙𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖−1∀ 𝑖𝑖∀ 𝑖𝑖 𝑤𝑤/ 𝐻𝐻𝐻𝐻 𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑐𝑐 𝑐𝑐

  (7) 

That is, to calculate the variable County ST Buffer Exposure is we take the volume of loans extended by 

any bank in our sample to any firm with its headquarters in the county in question and consider what fraction 

of this total sum of loans is extended from for each bank.  These fractions are then the weights that are applied 

to each banks’ stress-test capital buffer to obtain the county’s specific exposure to stress-test capital buffers.  

The variable Z denotes county controls measured at the beginning of the stress tests exercise such as log 

wages in the county, log population in the county, and the house price index in the county, while α denotes 

county fixed effects. 

3.  Data 

We use several sources of data in our empirical analysis, reflecting the fact that our empirical analysis 

considers the lending, borrowing, and spending behavior of both banks and firms, as well as county-level 

employment.  We describe our data sources following the same order that the equations that we estimate were 

described in section 2, though we defer our description of the variable ST Buffer, which is featured in all of 

the equations that we estimate either directly or as an input to another variable, to the end of the section.  Note 

that in all of our bank-firm level and firm level regression we winsorize all data at the 1 percent level to 

minimize the possible impact of outliers. 
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3.1. C&I loan bank-firm-level analysis 

For our bank-firm loan growth equation – equations (1) and (2) – we use loan-level data on C&I loan-

portfolios included in the Corporate Schedule of the regulatory filing FR-Y14 together with consolidated bank 

balance sheet data at the BHC level from the regulatory filings FR Y-9-C.  The FR Y-14 Corporate Schedule 

is collected for the very large BHCs that participate in the CCAR stress tests and have material C&I loan 

portfolios.  Currently there are 30 such BHCs, although we only use information for 16 BHCs; specifically, 

those for which we have data for CCAR 2012 through CCAR 2016.  Our smaller sample of BHCs results 

from the fact that the first two CCARs involved only 18 BHCs.  Of these, one de-banked and left the sample, 

while another one had too little C&I loan exposure for the data to be collected from it.  The data in the FR Y-

14 Corporate Schedule includes loan information at the credit facility level for both committed and utilized 

balances greater than or equal to $1 million in loan, which the terminology of the schedule is “Category 4 and 

5” C&I loans.10  For each loan the FR Y-14 Corporate Schedule also includes accompanying firm balance-

sheet and expenditure information, which provides the data for the firm controls that we use in the second 

variant of our bank-firm loan growth equation; that is, equation (2).  The Y-9-C regulatory filing provides the 

data for the variable K ratio as well as the bank controls in equations (1) and (2).   

Table 1 provides summary statistics for the variables in our bank-firm regressions.  As seen in the 

upper panel of table, which is for all firms, on average over our five-year period, C&I loans have grown at 

about 5 percent per year, where this figure is similar for both utilized and committed amounts.  As shown in 

the bottom panel, for firms borrowing from multiple banks (so-called multi-bank firms) the growth rate of 

C&I loans is larger; specifically, 7 percent and 6 percent for utilized and committed amounts, respectively.  

These numbers are consistent with the lending behavior of U.S. BHC over the last 5 years.  On average C&I 

loans have grown at a higher rate than total loans, and this is particularly the case for the largest banks 

(i.e., the banks that currently subject to the CCAR stress tests).   

Out of 150,531 firms borrowing from 16 BHCs in our FR Y-14 data-set only 78,265 firms have loan 

data reported consistently enough over time to allow us calculate their loan growth and since not all firms 

have loans in each year we ultimately have 248,201 bank-firm-year observations for utilized loans and 

331,430 for committed loans.  Of these, 10,961 (63,212 bank-firm-year observations) are multibank firms 

who borrow from two or more banks.  That is, about 14 percent of firms in our sample are multibank firms. 

                                                      
10 Our focus on so-called “Category 4 and 5” loans in the Corporate Loan schedule means that we are excluding C&I 
loans to U.S. and foreign banks, other depository financial institutions, and non-depository financial institutions, and 
loans to financial agricultural production and other loans to farmers,  
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An appeal of the FR-Y14 data set is that it includes a wide range of firm; that is, small and large firms 

and publicly traded and private firms.  Note, however, that the number of observations in table 1 for different 

firm characteristics differs and is smaller than the number of observations for BHC characteristics, which 

arises for the reason that not all BHCs report these data uniformly and in many cases, firm-specific 

characteristics are not reported at all.  Nonetheless, the micro-level data from FR Y-14 are the closest data 

that we have for the United States to credit registry data that have been recently used in the literature – see, 

for example, Jimenez, et al. (2017) for banks in Spain and Puri, et al. (2011) for German saving banks – to 

study the effects of capital requirements.  For our bank-firm level analysis our use of the FR Y-14 C&I loan-

level data is quite novel.  The CET1 ratio for the average BHC in our sample period is 10.8 percent, having 

increased from 5 percent on average across all BHCs in 2009 to 12 percent in 2016.  Note that, while we have 

more than 300,000 bank-firm level observations, for a very large numbers of these observations the value of 

the bank variable is identical and realistically we only have 80 (five times 16) independent bank observations. 

The Y-9-C regulatory filing that provides the bank-level variables that we use in equations (1) and (2) 

also has data for aggregate bank C&I loan growth and it is interesting to compare growth rates from the 

FR Y-9-Cs with those implied by aggregating for all firms the loans reported for each bank in the FR Y-14.  

Figure 1 provides this comparison.  Specifically, it reports the growth rate in C&I loans (utilized amounts) for 

the average BHC in our sample between 2012 and 2016, using information from supervisory reports FRY-14 

and FR Y9C.  (We also report growth rates for just the firms that are included both the FR Y-14 and 

COMPUSTAT data, which we will come back to later.)  The figure shows both year-over-year growth rates 

(panel A) and cumulative growth rates (panel B).  In both cases, BHC’s C&I loan growth follows very closely 

the path of similar growth rates calculated using bank-level data from FR-Y9C reports (BHC consolidated 

financial information).   

3.2. Firm-level analysis 

Our firm-level analysis involves estimating a number of variants of equation (3) and, as such, the data sources 

that we use differ depending on the precise equation we are estimating.  When we first estimate equation (3) 

with our Firm Outcome variable being the growth in total firm borrowing from the 16 banks in our sample, 

overall firm debt growth, or firm investment spending growth, the FR Y-14 (where this includes the 

accompanying firm balance-sheet and expenditure information) is our only source of data.  Recall, however, 

that when we use the FR Y-14 data, firm investment spending is measured as the change in fixed assets.  

When we re-estimate the above-described equations for the purposes of robustness analysis, we use 

COMPUSTAT data in all cases to replace the FR Y-14 firm data, except for the variable “growth in total firm 

borrowing from the 16 banks in our sample.”  In our analysis using COMPUSTAT data, we additionally 

estimate equation (3) with our Firm Outcome variable being firm employment growth. 
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Table 3 provides summary statistics for the Firm Outcome variables and firm control variables in our 

firm-level regressions when we use the FR Y-14 data.  Table 8 provides similar information for when we use 

COMPUSTAT data.  Notably, the number of firms in our analysis drops substantially when we move to using 

COMPUSTAT data.  To some extent, this reflects the fact that the FR Y-14 data also includes private firms, 

although this is only part of the reason.  Figure 1 – discussed earlier – that provides a comparison of the 

growth rate in C&I loans implied by the FR Y-14 and FR Y-9-C also shows the growth rate of C&I loans by 

the firms in our FR Y-14 data base that are also in COMPUSTAT.  As can be seen, C&I loan growth using 

the firms in COMPUSTAT follows a similar trend to the other measures but is much larger, implying that on 

average publicly traded firms borrow significantly more from large BHCs than firms in FR-Y14, which 

includes predominantly private firms.  Notice also that year-over-year loan growth at firms in FR-Y14 

(orange line in panel A) is positive and increases between 2013 and 2015 from 2 to 5 percent, and starts 

declining to be around 3½ percent by the end of 2016.    

3.3. County-level employment analysis 

For our county-level employment equation – equations (6) – we use county-level employment data, wage 

data, and population data from the Bureau of Labor Statistics and county-level house price index data from 

Core Logic.   

3.4. Short-term buffer variable 

The variable ST Buffer is the key variable in all of the equations that we estimate.  This variable enters our 

equations, either directly or via another variable that uses ST Buffer as an input; specifically, Firm ST Buffer 

Exposure and County ST Buffer Exposure.  The variable ST Buffer is equal to the decline in capital that occurs 

in the CCAR stress test; that is, the difference between CET1 capital ratios at the start of the stress test to its 

minimum level in the severely adverse scenario.  We have observations of this variable for each bank and for 

each stress test exercise from 2012 through 2016.  Figure 2 shows the capital buffers (CET1 capital ratio 

declines excluding capital distributions) on average across banks for each stress testing exercises between 

2012 and 2016.  The capital buffers range between 2.2 and 3.5 percentage points, with an average decline of 

2.8 percentage points and a standard deviation of 2.6 percentage points during the years in our sample period.  

The large standard deviation reflects a significant variation in the capital ratio decline across BHCs over the 

five-year period, which we exploit in our regression analysis. 

The source for these CET1 capital ratio declines are the 2012 to 2016 DFA stress test disclosure 

documents, although these reported declines also reflect the capital distribution decisions (e.g., dividend 
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payout and share repurchases) that banks are assumed to pay in the stress tests.11  These assumed distributions 

– which for the first quarter of the stress-test horizon is banks’ actual capital actions while for the remaining 

eight quarters is each banks’ average quarterly common stock dividend payments from the previous year and 

dividend, interest, or principal payments on any other regulatory capital instrument – can, however, be 

removed from these declines.12  This leaves us with the declines in capital from losses in the stress test, which 

is then our variable ST Buffer in our regressions.   

The bank-specific capital buffer implied by the stress tests – ST Buffer – represents the buffer that 

each participating BHC would need to satisfy in normal times to cover forward-looking risks.  This capital 

buffer represents higher – albeit time variable – capital requirements for which in our regressions we 

investigate the effects on lending.   

Figure 3 shows the evolution of regulatory capital (CET1 ratio) over the period 2009 to 2016 for the 

average bank in our sample split by the size of their capital buffer.  Banks with large (small) buffers are those 

with a decline in post-stress capital greater (less) than the median decline.  The charts shows evidence that the 

capital buffers have contributed to the increase in regulatory capital after the implementation of the stress tests 

in 2012.  Immediately after the crisis, all banks quickly increased their CET1 capital ratios.  However, after 

2012, banks with a larger stress-test capital buffers on average (blue line) continue to build their regulatory 

capital ratios relative to banks with a small buffer (orange line).  For these later banks, the CET1 ratio 

increased up to about 11 percent in 2013 and have slightly decreased afterwards. 

4.  Results 

4.1. C&I loan bank-firm results 

Table 2 shows the regression estimates for equations (1) and (2) for the growth rate of C&I loans, using five 

different specifications for both utilized amounts – columns 1 through 5 – and committed amounts – 

columns 6 through 10.  The regression estimates reported in columns 1, 2, 4, 6, 7, and 9, which correspond to 

the regression specified in equation (1), include both bank-firm and year-firm fixed effects and thus provide a 

within firm comparison.  The regression estimates reported in columns 3, 5, 8 and 10, which correspond to the 

regression specified in equation (2), include firm characteristics and replace bank-firm and year-firm fixed 

effects with firm, bank, and year fixed effects.  These later specifications, which use significantly fewer 

                                                      
11 The DFA stress test results described above are available at the Federal Reserve’s website: 
https://www.federalreserve.gov/supervisionreg/dfa-stress-tests.htm. 
12 For assumptions about historic capital distributions included in DFAST results, see page 3 of disclosure document 
“Dodd-Frank Act Stress Test 2014: Supervisory Stress Test Methodology and Results,” March 2014, available at 
https://www.federalreserve.gov/newsevents/pressreleases/files/bcreg20140320a1.pdf.   

https://www.federalreserve.gov/supervisionreg/dfa-stress-tests.htm
https://www.federalreserve.gov/newsevents/pressreleases/files/bcreg20140320a1.pdf
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observations and do not isolate the effects of a change in bank capital ratios as cleanly, are only included to 

investigate which firm characteristics affect their loan growth.   

Our results in table 2 show a negative and significant impact of ST Buffer on the growth of utilized 

and committed amounts of C&I loans for the average BHC in our sample.  The results in column 1 and 6 

indicate a material and economically significant effect: a 1 percentage point increase in the capital buffer 

(e.g., from 2.8 to 3.8 percent) leads to a decline in C&I lending of about 2.3 percentage points in utilized 

amounts and about 1.9 percentage points in committed amounts, respectively.  Columns 2 and 7, our most 

preferred specifications, show that this result is robust to the inclusion of bank controls.  These results show a 

reduction in loan growth of about 2 and 1½ percentage points for utilized and committed amounts, 

respectively.  Given that in our sample of firm-bank matched loans, the average growth rate of a utilized loan 

is 5 percent and that for a committed loan is 4¾ percent, these magnitudes are material in size.  That said, 

since the average CET1 capital ratio across banks being 10¾ percent, if banks were to reduce their risk 

weighted assets to meet higher capital ratios implied by higher capital buffers then a 1 percentage point higher 

stress-test capital buffer would imply a 8½ percent reduction in loan growth and the effects that we find are 

notably smaller.   

The results in columns 3 and 8, which include firm characteristics, show an even larger impact of the 

capital buffer, particularly for committed amounts for which the negative coefficient on ST Buffer more than 

doubles.  As discussed above, the identification of the impact on loan growth is less reliable using these 

specifications as these may account imperfectly for loan demand shifts.  However, we notice that in these 

specifications, all firm characteristics enter the regression equation with the expected sign, and more 

importantly, the results show that the lending contraction occur at firms with higher leverage and lower credit 

ratings (specifically, ratings of C and D) – that is, at risky firms.  These latter results are consistent with 

previous findings showing that banks that are more affected by the stress tests adopt more prudent lending 

practices and cut their credit supply to riskier firms (Acharya, et al., 2017; Pierret and Steri, 2018).  Finally, 

columns 4, 5, 9 and 10 show that the impact of capital buffers vary slightly by year, with the effects 

increasing in 2013 and then gradually diluting in 2014 and 2015, but increasing again in 2016.  These results 

are consistent with bank loan growth increasing between 2013 and 2015 and decreasing in 2016, as shown in 

figure 1. 

We also consider the impact of the equity capital ratios in table 2, which consistent with our 

expectations is positive and significant; suggesting that banks with higher capital ratios lend more. Further, in 

our preferred specifications, columns 2 and 7, the positive effect of equity capital on loan growth is larger 

than the negative effect of the capital buffer.  More specifically, our findings suggest that a 1 percentage point 
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increase in equity capital leads to about 5½ percentage point increase in BHC’s loan growth in both utilized 

and committed amounts.  

In summary, our findings using the bank-firm matched data on C&I lending of stress-test banks 

suggest material effects of bank capital ratios on large-bank lending decisions.  We find material effect of 

stress-test capital buffers on bank lending, although we do find that this lending contraction occurs 

disproportionately at risky firms.  Moreover, the larger and positive effect associated with the equity capital 

ratio points to a positive effect associated with the post-crisis regulatory reform affecting the largest BHCs, as 

the large capital increases induced by the new and more stringent regulation seem to place banks in a better 

position to expand their lending. 

4.2.   Firm-level results using FR Y-14 data 

As we discussed when we presented our empirical strategy, the negative impact of the stress-tests capital 

buffers on bank lending that we find need not translate into aggregate effects in firm outcomes.  This is for the 

reason that firms could potentially substitute their bank loans with other borrowing sources such as loans from 

smaller banks, loans from nonbank financial institutions, or bond issuances in capital markets.  In this section, 

we study the extent to which this substitution has taken place using data from the FR Y-14 corporate schedule 

on firm borrowing from banks subject to the stress tests, overall debt volumes, and investment spending.  (We 

do not consider firm employment here since this information is not included in the FR Y-14 data collection.)  

 Table 4 shows the regression estimates for equation (3) for four different specifications and with 

either utilized C&I loan volumes – columns 1 through 4 – or committed C&I loan volumes – column 5 

through 8 – as the dependent variable.  The impact of Firm ST Buffer Exposure is negative and significant in 

all specifications suggesting that firms that rely on loans from banks that face larger stress-test capital buffers 

(that is, firms with large stress-test capital buffer exposures) borrow less from banks that face smaller stress-

test capital buffers.  The coefficients on Firm ST Buffer Exposure in columns 1 and 5 indicate that for the 

average firm, a 1 percentage point increase in its exposure leads to a decline in their bank borrowing of about 

4 percentage points in utilized amounts and about 3 percentage points in committed amounts, respectively.  

This result is robust to the inclusion of firm-specific characteristics, with effects of a similar magnitude for 

utilized and committed amounts as shown in columns 3 and 7, respectively.   

Notice that the negative impact of stress-test capital buffers on firms’ bank borrowing is double that 

of the magnitude reported in the previous subsection for the regressions undertaken at the bank-firm level.  

This discrepancy – specifically for columns 1, 2, 5, and 6 – appears to arise from the fact that the negative 

impact of stress-test capital buffers is more sizable at banks that account for a larger share of firm loans.  As 

before, the results seem to vary by year, with the negative effect decreasing from 2013 through 2015 but 
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increasing again in 2016.  Firm controls enter the regression with the expected sign and shows that larger and 

more leveraged firms tend to take fewer loans, both utilized and committed amounts, from the banks in our 

sample.  

Panel A of figure 4 provides an illustration of the results that we find for bank loan growth and report 

in table 4.  Firms with low exposures (below median exposure) to the bank capital buffers (blue line) show 

stronger rates of growth in their bank borrowing relative to firms with high exposures (above median 

exposure) to bank capital buffers (orange line).  This is particularly the case between 2013 and 2015, when 

loan growth is positive and about 7.5 percent and 4.8 percent for low- and high-exposure firms, respectively.  

After 2016, bank lending drops significantly for both types of firms.  Panel A of figure 5 shows the same 

illustration for public and private firms and shows a much larger differential between low-exposure (blue line) 

and high-exposure (orange line) private firms than for publicly traded firms. 13   

Table 5 shows the regression estimates for equation (3), again for four different specifications, and 

with firm’s overall debt as the dependent variable.  These results are shown for all firms – columns 1 through 

4 – and for publicly traded firms – columns 5 through 8 – and private firms – columns 9 through 12.  In this 

case, we do not find evidence of a significant impact of exposure to stress-test capital buffers on firms’ overall 

debt.  The coefficients on Firm ST Buffer Exposure are mostly negative but insignificant for all and for public 

firms in our sample, suggesting that overall debt growth is explained by factors other than the capital buffer 

implied by the capital-ratio declines, such as firm observed and unobserved characteristics, as well as industry 

and year effects.  We find a marginally significant negative impact of exposure on debt in 2013, with all of 

this impact coming from private firms.  This result reflects the fact that unlike public firms, private firms have 

more limited access to substitute bank loans by raising debt in capital markets, although this result is only for 

one year.  More generally, our results provide supporting evidence for the potential substitution of funding 

sources at the firm level.  As discussed above, firms seem to be substituting their C&I loans from banks 

subject to stress tests, possibly to loans from other (smaller) banks and from nonbank financial institutions, or 

with debt from capital markets.  Columns 3, 7, and 11, which add firm controls to the regression equations, 

show that larger and more leveraged firms exhibit comparatively lower debt growth than more profitable 

(higher EBITDA) firms. 

Panel B of figure 4 illustrates the results that we find for firms’ overall debt growth and report in 

table 5.  Overall debt has grown at a decreasing rate for all firms during our sample period, from about 15 

percent in 2013 to about 5 percent in 2016 on average.  Despite the lower growth in overall debt, and 

consistent with our regression results, there is no significant differences in the growth rates between firms 

                                                      
13 Publicly traded firms within FRY-14 are identified based on ticker information and Committee on Uniform Security 
Identification Procedures (CUSIP) numbers. 
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with low-exposure (that is, below median exposure and shown by the blue line) and those with high-exposure 

(that is, above median exposure and shown by the orange line).  Panel B of figure 5 shows the same 

illustration for public and private firms and for both types of firms – and similar to the overall results – shows 

little differential between low-exposure (blue line) and high-exposure (orange line).  This finding suggests 

that even though private firms have limited access to capital markets and thus much less scope than publicly 

traded firms to replace the reduced lending from the banks subject to stress tests, they still have some scope 

either from borrowing from banks not subject to stress tests or from nonbank financial institutions.  

 Table 6 shows the regression results for equation (3), again for four different specifications, and with 

investment spending as the dependent variable.  As in table 5, we look at the impact on investment for all 

firms, as well as for publicly traded and private firms.  As expected, and consistent with our result that firms 

do not see a significant impact of exposure on their overall debt, we do not find consistent evidence of a 

significant effect on investment spending either.  The coefficient on Firm ST Buffer Exposure is negative but 

insignificant in almost all specifications, although it is negative and marginally significant in years 2013 and 

2014 for private firms – columns 10 and 12.  Our regression results in column 12, which also account for 

firm-specific characteristics explaining firm investment decisions, seems to suggest that a 1 percentage point 

increase in firm exposure to the capital declines in stress tests lead to approximately 1 percentage point 

reduction in the investment spending of private firms in 2013 and 2014.  This result is also consistent with the 

impact of the capital buffers on the overall debt of private firms.  As we discussed, this result reflects the fact 

that unlike public firms, private firms have more limited access to substitute bank loans by raising debt in 

capital markets, and thus may face some difficulties in funding their investment spending when bank credit 

supply contracts.  That said, as we noted before, these results are only for a couple of years of our sample. 

 In summary, our regression analysis of the impact of firm exposure to stress tests capital-ratio 

declines using firm-level outcomes suggests a substitution in the funding sources of corporations to fund their 

investment spending.  These findings are particularly the case of public firms, which seem to substitute bank 

loans from the largest banks with other forms of borrowing, which may include loans from other smaller 

banks outside the CCAR exercise, loans from nonbank financial institutions and bond issuance held by 

institutional investors.  We generally also obtain similar results for private firms, although for a couple of 

years in our sample our regression results suggest some effects.  

4.3.   County-level employment results 

As noted in section 2, given the absence of any information on firm employment from the FR Y-14 data, we 

consider the effect of stress-test capital buffers on employment growth at the county – rather than firm – level.  

In particular – and as described by equation (7) in subsection 2.3 – using information on the geographic 
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location of corporations that borrow from BHCs in the FR Y-14 data, we collapse firms loan information for 

each bank in our sample to the county level and then construct exposure to the post-stress capital declines at 

the county level.  We then consider how county stress-test capital buffer exposure affect county level 

employment growth.  This analysis is more limited than the ideal firm-level data analysis but allows us to 

gauge the impact of exposure on firm employment within counties.  

 Table 7 shows the results of the county-level regression on employment described by equation (6).  

Consistent with the previous findings on firm overall debt and investment, we do not find evidence that 

exposure to bank post-stress capital declines negatively affects the hiring of employees at the county level.  

Instead, county employment is explained by variables beyond the stress-test capital buffer exposures such as 

wages, population, and a house price index.  These factors explain about one-third of the employment 

variation at the county level.  

In line with our firm-level results, which found no effect of firm-specific stress-test capital buffer 

exposures on firm outcomes such as overall debt growth and investment spending growth between 2012 

through 2016, our county-level analysis finds no effect of county-specific stress-test capital buffer exposures 

on county-level employment growth.  As with the firm-level results, these county-level results also suggest 

that firms manage to substitute bank loans with other funding sources.  As such, our finding seem to suggest 

that there are no real effects associated with the reduction in bank credit supply associated with the capital 

buffers that the banks in our sample must implicitly satisfy to “pass” the quantitative component of the CCAR 

stress tests.  

4.4.   Robustness analysis using firm-level results using COMPUSTAT data 

As discussed earlier, the firm financial information from the FR Y-14 data that we use for our firm-level 

analysis is reported by the lending bank – not the borrowing firm – and not all banks report these data 

uniformly and in many cases firm-specific characteristics are not reported at all.  To address these potential 

issues with the data, we match bank and loan information in the FR Y-14 data with financial data on 

borrowing firms from COMPUSTAT and repeat with this data our regression analysis for bank borrowing, 

overall debt, investment, and employment.14  This matching produces information for about 3000 firms 

borrowing from multiple banks, out of which about 1600 have consistent and consecutive loan information as 

to construct our loan growth variable.15   

                                                      
14 Firm matching of FRY-14 data and COMPUSTAT data is based on common firm identifiers such as tax identification 
numbers. 
15 In unreported regressions, and as another robustness exercise, we use a restricted set of FRY-14 firms that remain in 
the sample at least three consecutive years and conduct a similar analysis looking at total bank borrowing, overall debt 
volumes, and investment spending.  We obtain very similar results than those shown in tables 4 through 6.    
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Table 8 shows summary statistics for the firms in our merged FR Y-14-COMPUSTAT data.  In 

general, firms in COMPUSTAT are larger than firms in FR-Y14, which is unsurprising given that latter data 

source includes both private and publicly traded firms.  Similarly, COMPUSTAT firms have lower leverage 

than the firms in the FR-Y14 dataset (30 percent versus 40 percent, respectively) and operate with smaller 

share of tangible assets to total assets (77 percent versus 90 percent).  Additionally, as we noted in section 3, 

publicly traded firms in COMPUSTAT have exhibited more sizable increases in their borrowing more from 

large BHCs than their counterparts in FR-Y14 (11 percent versus 5 percent on average as reported in tables 1 

and 8 and also apparent in figure 1).  Using the merged FR Y-14-COMPUSTAT data, we conduct the firm-

level analysis and study the impact of firm exposure to stress-test capital buffers on firm total bank 

borrowing, overall debt, investment, and employment using regression specifications similar to that described 

in equation (3). 

Our empirical results using the more restricted sample of large and publicly traded firms from the 

merged data are similar to our previous findings using the larger sample.  Table 9 shows the results for firm 

borrowing from the 16 banks in our sample, both utilized and committed amounts, using four specifications of 

equation (3).  As before, the impact of Firm ST Buffer Exposure is negative and significant across all 

specifications.  Interestingly, the negative coefficient on exposure in column 1 is larger than our estimates 

using the larger sample in the FR-Y14 data, which included private firms.  The results suggest that a 

1 percentage point increase in the exposure of a publicly traded firm reduces their bank loan growth by about 

7 percentage points relative to firms with relatively low exposure.  As shown in column 5, the borrowing 

reduction of an increase in firm stress-test exposure in terms of committed amounts is smaller, about 

2 percentage points.  As before, these results are robust to the inclusion of firm-specific characteristics, 

though the magnitude of the effects is smaller: about a 5 percentage point decline in utilized amounts and 

about a 2 percent decline in committed amounts.   

The effects of Firm ST Buffer Exposure on firm borrowing from 16 banks in our sample seems to 

vary overtime, decreasing from 2013 through 2015 and then increasing again in 2016.  Notably – and as 

shown in column (4), which accounts for firm characteristics – relative to the larger sample of firms in the 

FR-Y 14 data, for publicly traded firms in the restricted sample the negative impact on utilized amounts 

seems to become insignificant in the last two years.   This latter finding suggests a diluting effect of stress-test 

capital buffers over time.  Firm controls,  which now draw on firm information from COMPUSTAT,   enter 

the regression with the expected sign and show that larger firms (as measured by the sales to assets ratio) and 

more leveraged firms see a larger reduction in bank borrowing relative to smaller and less leveraged firm.  

This result is also consistent with the view that banks more affected by the post-stress capital-ratio declines 

reduce their credit supply to risky firms.  Panel A of figure 6 illustrates our findings on the effects of Firm ST 
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Buffer Exposure on firm borrowing from banks subject to stress tests.  As seen from the chart, which looks 

very much like the corresponding (public firm) chart in figure 5, firms with low exposure to bank stress-test 

capital buffers (blue line) exhibit larger growth rates in bank loans relative to firms with high exposure 

(orange line).  Similarly, panel B of figure 6 shows little differential in the growth rate of overall debt between 

low-exposure (blue line) and high-exposure (orange line) firms. 

Table 10 shows the results for firm overall debt, investment spending, and employment, again using 

four specifications of equation (3).  Columns 1 and 9 show negative and significant effects on total firm debt 

and firm employment growth.  However, these results are not robust to the inclusion of firm controls.  After 

we include firm-specific characteristics, as shown in columns 2, 6, and 10, there is no evidence that the firm 

exposure to the larger stress tests capital buffers reduce overall debt, investment spending, and employment, 

respectively.  In columns 4 and 12, after controlling for firm characteristics, the coefficient on exposure is 

mostly negative but insignificant between 2012 and 2016 for overall debt and employment.  Column 8 shows 

no impact of exposure on firm investment, except for a marginally significant reduction in 2015, after 

controlling for firm characteristics.  Firm outcomes are explained by other factors such as firm size, leverage, 

and the ratio of tangible assets to total assets.   

In summary, our findings in the firm-level analysis using our merged data are consistent with those 

using the larger FR Y-14 data.  That is, we find that firm exposures to stress-test capital buffers do impact 

firm borrowing from the banks subject to stress tests but we find no effect of these exposures on firms’ total 

borrowing – suggesting that firms can substitute with other sources of funding – and, in turn, no effect on 

investment spending, and employment,  

5.  Concluding remarks 

In this paper we study how the capital buffers that U.S. banks must satisfy in order to “pass” the quantitative 

component of the CCAR stress tests impact banks’ C&I lending as well as the C&I loan volumes, overall debt 

volumes, investment spending, and employment of the firms that borrow from these banks.  We find that 

larger stress-test capital buffers lead to material reductions in banks’ C&I lending.  Specifically, a 

1 percentage point larger capital buffer is associated with a roughly 2 percentage point lower (four-quarter) 

growth rate of utilized loans and a 1½ percentage point lower growth rate of committed loans.  We also find 

that larger stress-test capital buffers lead to material reductions in firms’ C&I loan volumes.  Specifically, a 

firm that borrows from BHCs that on a weighted-average basis have a 1 percentage point higher bank capital 

buffer, exhibits a roughly 4 percentage point lower rate of growth in utilized loans and a roughly 3 percentage 

point lower rate of growth of committed lines of credit.  That said, we find essentially no impact of larger 

stress-test capital buffers on firms’ overall debt volumes, which suggests that firms are able to find other 
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sources of credit to substitute for reduction in their loans from banks subject to stress tests.  Likewise, we find 

that firm investment spending and firm employment are also largely unaffected by stress-test capital buffers.   

The results that we obtain for the effects of stress-test capital buffers on bank lending, firm borrowing 

from banks in our sample, firm overall debt volumes, and firm investment spending and employment, while 

informative in their own right, can also provide insights on how the CCyB, if activated in the U.S., may also 

impact these variables.  These insights can be drawn from the fact that, under current regulations, the 

consequences of not meeting stress test implied capital buffer and the CCyB are similar.  In particular, both 

imply limitations on the distribution of bank profits, rather than the more serious outcomes that would occur if 

bank capital ratios were to not only not satisfy buffers but to also not satisfy minimum regulatory 

requirements.  With regard to the effect of the CCyB our results suggest that activation would likely reduce 

the lending of the banks to which the buffer applied, where notably these banks are very similar to the 16 

banks that we used in our analysis.  However, such an activation would have minimal impact on the overall 

debt volumes, investment spending, and employment of the firms that borrow from these banks. 
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Appendix:  CCAR stress-test capital buffers, the CCyB, and the “Stress Capital Buffer” proposal 

The CCAR stress testing process that involves the Federal Reserve Board analyzing and reviewing the 

capital distribution plans of BHCs (henceforth banks) reflects an important change in the post-capital 

regime, which is the requirement that banks must satisfy capital buffers – above regulatory minima – to 

cover forward-looking risks.  That is, banks must satisfy capital buffers that would allow them to face a 

prolonged period of severe stress, resulting in sizable realized losses and declines in actual capital ratios, 

but that would nonetheless still leave then able to meet minimum capital requirements and, thereby, able 

to intermediate credit.  Currently, the consequence of a bank not holding sufficient capital buffers so as to 

allow them to satisfy minimum capital requirements even after a prolonged period of severe stress (as 

characterized by the CCAR stress scenario), is that the Federal Reserve Board would object to their 

capital distribution plans, based on quantitative concerns.  Recall that above we called these buffers 

“stress-test capital buffers,” noted that they were de facto capital buffers, and noted that for each bank 

they were equal to the calculated or pro forma amounts of the BHC capital ratios decline in the stress 

tests. 

The post-crisis Basel III capital regime includes several other buffers that all became fully 

phased-in as of the start of 2019.  These buffers – all of which are de jure buffers – include the capital 

conservation buffer of 2½ percentage point applicable to all banks, the global systemically important bank 

(GSIB) surcharge applicable to the 8 U.S. GSIBs, and (if activated) the CCyB, which can be set up to 

2½ percent, applicable to the 16 U.S. internationally active BHCs (or advanced approaches BHCs).  The 

Stress Capital Buffer (SCB) proposal, which the Federal Reserve Board released for public comment in 

April 2018 (see https://www.federalreserve.gov/newsevents/pressreleases/bcreg20180410a.htm) as a way 

to simplify its capital rules for large banks, combines these three buffers/surcharges and would also be a 

de jure buffer.  Although – and importantly, because this is how the SCB would reflect the forward-

looking capital buffers implied by stress tests – the SCB would calibrate the capital conservation buffer to 

be the maximum of 2½ percentage point or the stress-test capital buffer, similar to the ones we study 

here.16  The right-side bar in appendix figure 1 shows how the SCB would be calculated given the 

forward-looking capital buffer implied by stress tests, the GSIB surcharge, and (if activated) the CCyB, 

                                                      
16 There is a small technical difference between the buffer in the Federal Reserve Board’s April 2018 SCB proposal 
and the stress-test capital buffers used in our analysis, with respect to plan capital distributions.  The buffer in the 
SCB proposal includes four quarters of capital distributions (quarters four through seven of the 9-quarter planning 
horizon) in addition to the decline in capital that occurs in the stress test.  Our calculation of the stress-test capital 
buffers include only the decline in capital that occurs in the stress test and excludes any capital distributions.  

https://www.federalreserve.gov/newsevents/pressreleases/bcreg20180410a.htm
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while the left-side bar shows for comparison capital requirements are currently calculated.  The chart to 

the right depicts a decline in a bank’s capital ratio such as that which might occur for a bank in the stress 

tests and shows how this decline would be translated into that bank’s SCB, provided the decline were 

greater than 2.5 percentage point.  (Another bank’s SCB would reflect its decline in its capital ratio, 

again, provided that decline were greater than 2.5 percentage points.)  Clearly, therefore, under the SCB 

proposal the size of the stress-test capital buffer would impact the SCB in the same way that activation of 

the CCyB would, and it is this similarity that leads us to study how banks and firms respond to 

differences across banks and over time in stress-test capital buffers to inform the effects of the CCyB.  

Appendix Figure 1:  Illustration of Stress Capital Buffer 

 

 

Note:  Figure 1 from Tarullo, D., 2016.  “Next steps in the evolution of stress testing.”  Speech given at Yale 
University School of Management Leaders Forum, September 26, 2016. 

There is, however, one point worth noting with regard to us extrapolating to the CCyB how 

stress-test capital buffers associated with the 2012 to 2016 CCARs influenced bank lending and key firm 
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outcomes.  As of the time of writing the SCB is still only a proposal and not a regulation and for the 

period that we consider the consequences of a bank’s capital ratios not exceeding its stress-test capital 

buffer is that Federal Reserve Board would object to the bank’s capital distribution plans based on 

quantitative concerns.  Under the SCB proposal, the consequences of a bank’s capital ratios not 

surpassing minimum capital requirements by at least SCB would be that the bank would face maximum 

payouts in its capital distributions and discretionary bonuses, where this would depend on the extent to 

which the BHC was not satisfying the SCB.  To be sure, these specific consequences are a little different, 

although to the extent that both mean that the bank is prevented from making its desired capital 

distributions, the consequences are similar.  It is also worth noting another difference, which is that if the 

CCyB is activated, banks would have one year to satisfy the larger SCB before maximum payouts would 

start to take effect, whereas with the buffer implied by stress-test results the SCB that it would imply 

would need to be satisfied more immediately. 

Note also that for the period that we consider the consequences of a bank’s capital ratios not 

exceeding its stress-test capital buffer the capital conservation buffer and GSIB surcharge were being 

phased in and, as such, were either zero or quite small.  (Specifically, the capital conservation buffer was 

0.625 percentage point in 2016 and the GSIB surcharge was also small but different for each bank).  As 

noted in section 1, this was one of the reasons we stopped our analysis in 2016.  Additionally, for the 

period that we consider these buffers were not added to the stress-test capital buffer but rather existed 

alongside the buffers implies by stress tests, although because they were small, in practice, they were not 

the binding buffer.   
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Table 1: Summary Statistics for Bank-Firm observations 
This table provides summary statistics for all balance sheet variables in the regression analysis using bank-firm 
observations for the lending by the 16 BHCs in our sample to nonfinancial firms in the FR Y-14Q data.  The table 
reports the number of observations, mean, standard deviation, minimum and maximum values for both BHC 
variables and firm variables.  Source: FR Y-9C, FR Y-14, and FDIC Summary of Deposits. 
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Table 2: Impact of post-stress capital declines on BHC loan growth – Panel regressions 
This table reports the regression estimates of equation (1).  The dependent variable is the loan growth after 
each of the DFAST exercises between 2012 and 2016 for utilized and committed amounts.  All specifications 
include year and bank fixed effects.  Robust standard errors are shown in brackets. *, **, and *** denote 
statistical significance at 10%, 5%, and 1%, respectively. 

. 
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Table 3: Summary Statistics for Firm-level observations 
This table provides summary statistics for all balance sheet variables in the regression analysis using firm-level observations.  
The table reports the number of observations, mean, standard deviation, minimum and maximum values for firm variables.  
Source: FR Y-14.  

  

 

 



34 
 
 

 

Table 4: Impact of exposure to post-stress capital declines on firm borrowing – Panel regressions 
This table reports the regression estimates of equation (2).  The dependent variable is the firm’s total loan growth after each of the DFAST 
exercises between 2012 and 2016 for utilized and committed amounts.  All specifications include industry x Year and bank fixed effects.  Robust 
standard errors are shown in brackets. *, **, and *** denote statistical significance at 10%, 5%, and 1%, respectively. 
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Table 5: Impact of exposure to post-stress capital declines on firm overall debt – Panel regressions 
This table reports the regression estimates of equation (2) for all, publicly traded and private firms.  The dependent variable is the firm’s overall 
debt growth after each of the DFAST exercises between 2012 and 2016.  All specifications include industry x Year and bank fixed effects.  Robust 
standard errors are shown in brackets. *, **, and *** denote statistical significance at 10%, 5%, and 1%, respectively. 
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Table 6: Impact of exposure to post-stress capital declines on firm investment – Panel regressions 
This table reports the regression estimates of equation (2) for all, publicly traded and private firms.  The dependent variable is the firm’s 
investment (change in fixed assets) after each of the DFAST exercises between 2012 and 2016.  All specifications include industry x Year and 
bank fixed effects.  Robust standard errors are shown in brackets. *, **, and *** denote statistical significance at 10%, 5%, and 1%, respectively. 
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Table 7: Impact of exposure to post-stress capital declines on county employment growth – Panel regressions 
This table reports the regression estimates of equation (2) for the growth of employment at the county level after each of the DFAST exercises 
between 2012 and 2016.  All specifications include year and county fixed effects.  Robust standard errors are shown in brackets. *, **, and *** 
denote statistical significance at 10%, 5%, and 1%, respectively. 
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Table 8: Summary Statistics for Y-14 – COMPUSTAT firm-level observations 
This table provides summary statistics for all balance sheet variables in the regression analysis using firm-level observations from a merged 
sample of firms in both FR Y-14 and COMPUSTAT datasets.  The table reports the number of observations, mean, standard deviation, minimum 
and maximum values for firm variables.   
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Table 9: Impact of exposure to post-stress capital declines on firm borrowing – Panel regressions 
This table reports the regression estimates of equation (2) for the Y-14 – COMPUSTAT merged sample.  The dependent variable is the firm’s total 
loan growth after each of the DFAST exercises between 2012 and 2016 for utilized and committed amounts.  All specifications include industry x 
Year and bank fixed effects.  Robust standard errors are shown in brackets. *, **, and *** denote statistical significance at 10%, 5%, and 1%, 
respectively. 
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Table 10: Impact of exposure to post-stress capital declines on firm overall debt, investment, and employment – Panel regressions 
This table reports the regression estimates of equation (2) for the Y-14 – COMPUSTAT merged sample for all, publicly traded and private firms.  The 
dependent variables are the firm’s overall debt growth, investment (change in fixed assets), and change in number of employees, after each of the 
DFAST exercises between 2012 and 2016.  All specifications include industry x Year and bank fixed effects.  Robust standard errors are shown in 
brackets. *, **, and *** denote statistical significance at 10%, 5%, and 1%, respectively. 
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Figure 1: C&I loan growth in FR-Y14 and COMPUSTAT 
 

Figure 1 plots the growth of commercial and industrial (C&I) loans between 2012 and 2016 for the 16 BHCs in our sample using data from 
regulatory reports FR-Y9C and FR Y-14 (blue and orange lines, respectively), and the merged FR Y-14-COMPUSTAT dataset (gray line).  Panel 
A shows year-over-year growth rates and panel B shows cumulative growth rates. 

 

Panel A: Year over Year (YoY) growth rates     Panel B: Cumulative growth rates (2012:Q3 = 1) 
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Figure 2: Decline in post-stress capital ratios: 2012 – 2016 

Figure 2 shows the decline in post-stress CET1 ratios (from start to minimum) for the average BHC between 2012 and 2016.  Capital declines exclude 
bank capital distributions in the form of dividend payouts and net capital repurchases.    
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Figure 3: CET1 ratio by BHCs with large and small post-stress capital declines 

Figure 3 plots the CET1 capital ratios for the BHCs in our sample with large and small post-stress capital declines (stress-test capital buffers) between 
2009 and 2016 (blue and orange lines, respectively).  BHCs with large and small capital buffers are banks for which their 5-year average capital 
buffer between 2012 and 2016 is above or below the median capital gap.  
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Figure 4: Annual Growth in Bank Loan and Overall Firm Debt, 2013-2016 – FRY-14 Firms 

Figure 4 plots the annual growth (after stress tests results are disclosed) of firm borrowing between 2013 and 2016 using data from regulatory 
reports FR Y-14.  The figure shows bank loan growth (panel A) and overall debt growth (panel B), by the size of the firm exposure to the post-
stress capital declines (low-exposure firms in blue and high-exposure firms orange lines, respectively). 

 

Panel A: Firm borrowing (loan) growth      Panel B: Firm overall debt growth 

   

 

 

 



45 
 
 

 

Figure 5: Annual Growth in Bank Loan and Overall Debt, 2013-2016 – Publicly traded and Private firms in FRY-14 

Figure 5 plots the annual growth (after stress tests results are disclosed) of firm borrowing between 2013 and 2016 using data from regulatory reports 
FR Y-14.  The figure shows bank loan growth and overall debt growth for publicly traded firms (left column) and private firms (right column), by the 
size of the firm exposure to the post-stress capital declines (low-exposure firms in blue and high-exposure firms orange lines, respectively). 
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Figure 6: Annual Growth in Bank Loan and Overall Firm Debt, 2013-2016 – Firms in FRY-14-COMPUSTAT data 

Figure 6 plots the annual growth (after stress tests results are disclosed) of firm borrowing between 2013 and 2016 using the FR Y-14-
COMPUSTAT merged dataset.  The figure shows bank loan growth (panel A) and overall debt growth (panel B), by the size of the firm exposure 
to the post-stress capital declines (low-exposure firms in blue and high-exposure firms orange lines, respectively). 

 

Panel A: Firm borrowing (loan) growth      Panel B: Firm overall debt growth 
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