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Abstract

We compare popular measures of transaction costs based on daily data with their high-
frequency data-based counterparts. We find that for U.S. equities and major foreign
exchange rates, (i) the measures based on daily data are highly upward biased and
imprecise; (ii) the bias is a function of volatility; and (iii) it is primarily volatility that
drives the dynamics of these liquidity proxies both in the cross section as well as over
time. We corroborate our results in carefully designed simulations and show that such
distortions arise when the true transaction costs are small relative to volatility. Many
financial assets exhibit this property, not only in the last two decades, but also in the
previous century. We document that using low-frequency measures as liquidity proxies
in standard asset pricing tests may produce sizable biases and spurious inferences about

the pricing of aggregate volatility or liquidity risk.
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1 Introduction

Transaction costs are a key input in many financial decisions. The literature on measur-
ing transaction costs and market liquidity more generally, has evolved into two distinct
strands. With the increasing availability of high-frequency data since the 1990s, one strand
emphasizes the importance of using transactions data to calculate trading costs. Chor-
dia, Sarkar, and Subrahmanyam (2005) who study stock and bond market liquidity and
Mancini, Ranaldo, and Wrampelmeyer (2013) who examine foreign exchange market lig-
uidity are examples of papers that use high-frequency measures. The other strand argues
that the availability of long histories of daily data—dating back to early 1900s—and the
significant cost associated with acquiring and processing high-frequency data makes it de-
sirable to estimate transaction costs from low-frequency, daily data. Roll (1984), Hasbrouck
(2009), Corwin and Schultz (2012), and Abdi and Ranaldo (2017) propose low-frequency
measures that have become popular in the literature. As the latter are essentially statistical
proxies for the former, we would expect them to deliver similar results on average.

In this paper, we find that, in general, the low-frequency measures of transaction costs
are not, good estimators for the high-frequency-based trading costs. We show that for U.S.
equities and major foreign exchange rates, (i) several widely used measures suffer from a
large bias that cannot be diminished by using more data; (ii) more importantly, the bias
is a function of volatility, and hence it induces a positive correlation between the low-
frequency measures and volatility above and beyond what is implied by the correlation
between volatility and the true transaction costs; and (iii) the volatility-induced bias has
important implications for empirical asset pricing. Put simply, volatility explains the wedge
between the low-frequency measures and their high-frequency counterparts.

Specifically, for the S&P 1500 stocks between 2003 and 2017, we show that the average
effective spread computed from the Trade and Quote (TAQ) data is around 12 basis points,
while the monthly low-frequency measures—measures calculated from one month of daily
data—yield spreads between 26 and 168 basis points on average. The five major foreign
exchange rates trade in the Electronic Broking Services (EBS) market with an effective
spread of less than one basis point on average between 2008 and 2015, but the monthly

low-frequency measures deliver estimates between 13 and 48 basis points on average. When



we regress the monthly low-frequency measures on the true spread and realized volatility,
we find that the coefficient on realized volatility is highly statistically significant. Moreover,
relative to a simple regression of the low-frequency measures on the true spread alone,
adding realized volatility significantly increases the R?, often more than doubling it. For
the foreign exchange rates, adding realized volatility to the regression even renders the
coefficient on the true spread statistically insignificant for some low-frequency measures.

How does the volatility-induced bias arise? When recovering the transaction costs from
daily data, one is attempting to estimate a small, positive-valued object from noisy data.
This requires methods that guarantee non-negativity of the transaction costs estimates,
such as censoring, truncation, or an appropriate prior distribution if one chooses a Bayesian
approach. It is well-known from the study of limited dependent variable models that trun-
cating or censoring a random variable at zero will increases the mean and the mean becomes
a function of volatility; see Greene (2017). We show by carefully designed simulations that
the same problem arises in the construction of the low-frequency measures. The magnitude
of the problem depends on the relative size of the true transaction costs and the volatility
of the daily asset price. The lower (higher) the transaction costs relative to volatility, the
higher (lower) the bias and the stronger (weaker) the dependence on volatility are.

Since many financial markets experienced a significant decline in transaction costs, both
in absolute terms and relative to the volatility of asset returns, over the past two decades,
the issues we uncover have become more acute. But they have also implications for the most
liquid financial assets in the previous century. Jones (2002) documents that the proportional
effective spread was only around 60 basis points on average for the Dow Jones Industrial
Average 30 stocks between 1928 and 2000. Thus, there has always been a nontrivial subset
of U.S. stocks for which the issues we document mattered. Bessembinder (1994) reports
that the average bid-ask spread in the interdealer foreign exchange market was between 5
and 8 basis points on average for major currencies between 1979 and 1992. Although such
values are much larger than in the current century, our results indicate that they are still
small enough for the volatility to have a sizable effect.

We use two well-known asset pricing models to illustrate how using transaction costs

measures that suffer from the presence of a non-negligible, volatility-driven bias may produce



misleading inference and spurious results. First, we document the consequences of using low-
frequency liquidity measures as liquidity proxies in the liquidity-adjusted CAPM of Acharya
and Pedersen (2005). Our simulation results show that both the liquidity betas and the
market price of risk suffer from sizable biases; in empirically relevant calibrations, popular
low-frequency measures yield negative market price of risk estimates even though the true
value in the simulation is positive. Second, we study the pricing of aggregate volatility and
liquidity risks in an unconditional asset pricing model motivated by Ang, Hodrick, Xing,
and Zhang (2006). We demonstrate through simulations that using low-frequency measures
as a proxy for aggregate liquidity may yield spurious pricing of liquidity risk due to the
correlation of these low-frequency measures with volatility. The estimated price of liquidity
risk can be as low as —10% per annum or as high as 2.5% per annum on average, depending
on which low-frequency measure is used, even though the true price of risk in the simulation
is zero.

Accurate measures of transaction are essential in many other areas of empirical finance.
Our findings about the upward bias of the low-frequency measures raise questions about
their suitability for optimal portfolio choice problems with transaction costs, where the
so-called no-trade region is a function of the level of transaction costs (Constantinides,
1986), and for evaluation of trading strategies and asset pricing anomalies, where small
changes in transaction costs have a large impact on performance (Novy-Marx and Velikov,
2015, Chen and Velikov, 2018, and Patton and Weller, 2018). The dependence of the low-
frequency measures on volatility limits their use in studies of the commonality in liquidity,
where liquidity proxies are used to measure co-movements in liquidity across assets and
markets (Chordia, Roll, and Subrahmanyam, 2000, Hasbrouck and Seppi, 2001, Korajczyk
and Sadka, 2008, Karolyi, Lee, and Van Dijk, 2012, Mancini, Ranaldo, and Wrampelmeyer,
2013). In all of these applications, using imperfect proxies for transaction costs can lead to
suboptimal financial decisions.

The literature on low-frequency measures of liquidity is fairly large. A number of in-
fluential studies introduce measures that build upon the seminal work of Roll (1984) and
his proposed measure of transaction costs. Among these studies, we examine the measures

introduced by Hasbrouck (2009), Corwin and Schultz (2012), and Abdi and Ranaldo (2017).



Alternative measures include those based on the frequency of zero returns (Lesmond, Og-
den, and Trzcinka, 1999), effective tick, which is based on the concept of price clustering
(Holden, 2009 and Goyenko, Holden, and Trzcinka, 2009), or the simplified version of the
Lesmond, Ogden, and Trzcinka (1999) measure introduced by Fong, Holden, and Trzcinka
(2017). We do not study these measures here for two reasons. First, Corwin and Schultz
(2012) and Abdi and Ranaldo (2017) show that their proposed measures outperform these
alternatives, and second, these measures are less suitable for our empirical exercise. For
example, we virtually never observe a zero daily return in our data.

Additionally, previous literature has examined the performance of a variety of low-
frequency measures against high-frequency benchmarks. Hasbrouck (2009), Goyenko, Holden,
and Trzcinka (2009), Corwin and Schultz (2012), Abdi and Ranaldo (2017) provide evi-
dence from the U.S. stock market; Fong, Holden, and Trzcinka (2017) extend the analysis
to global equity markets; Karnaukh, Ranaldo, and Soderlind (2015) study the foreign ex-
change market; Marshall, Nguyen, and Visaltanachoti (2011) study the commodity market;
and Schestag, Schuster, and Uhrig-Homburg (2016) examine the U.S. corporate bond mar-
ket. All of these studies conclude that the low-frequency measures are good proxies of true
transaction cost, as they closely correlate with their high-frequency benchmarks. So why do
we reach a different conclusion? We argue that while these measures are correlated with the
true spreads as the literature finds, this correlation is to a large extent driven by volatility.
Since the realized volatility and the true spread are positively correlated as predicted by
market microstructure theory, omitting the realized volatility from the regression inflates
the magnitude and statistical significance of the correlation between the low-frequency mea-
sures and the true spread. To the best of our knowledge, this issue has not been recognized
by the existing literature. !

We do not claim that low-frequency measures of transaction costs are not generally
useful. They are certainly useful for assets with relatively higher transaction costs and
lower volatility, such as corporate bonds. However, we argue that caution is needed when

applying these measures—whether in today’s electronic markets or to data from the previous

'Our foreign exchange results differ from those of Karnaukh, Ranaldo, and Séderlind (2015). We discuss

the sources of these differences in Section 4.2.2.



century—unless one is reasonably confident that the transaction costs are large relative to
the daily volatility. It is worth mentioning that Hasbrouck (2009) already noted that his
measure requires a significant amount of data and should not be expected to perform well for
highly liquid assets. Contrary to his recommendation, however, the common practice in the
literature is to construct the measures from only one month worth of data and apply them
to the entire cross section of U.S. stocks and foreign exchange rates. In this study, we show
that for less liquid assets, the consistent version of Corwin and Schultz (2012) performs
better than other low-frequency liquidity measures, provided that one uses a fairly long
window of data (at least one year) for constructing the measure. Otherwise, high-frequency
measures are preferable.

Our analysis bears considerable similarity to several important debates in finance and
economics literature. First, recovering a small positive object from noisy data is notori-
ously difficult. Examples include estimating the expected stock return from low-frequency
data (Merton, 1980), recovering a small predictable component of consumption growth
from consumption data (Bansal and Yaron, 2004), or expected dividend growth (Lettau
and Ludvigson, 2005). Second, the necessity of using high-frequency data for measuring
transaction costs resemble the discussion in the early 2000s about the use of parametric, low-
frequency data based measures of volatility against high-frequency nonparametric volatility,
the so-called realized measures (Andersen, Bollerslev, Diebold, and Labys, 2003, Andersen,
Bollerslev, and Diebold, 2010, Bollerslev, Hood, Huss, and Pedersen, 2018). Spiegel and
Zhang (2013) critically assess the convex relation between flow and past performance of
mutual funds. They show that several studies that report a convex flow response function
suffer from misspecification in their empirical models. Finally, our exercise is also similar
in spirit to the paper by Farre-Mensa and Ljungqvist (2016), who study the performance
of various measures of financial constraints. They find that instead of measuring financial
constraints, these measures in reality capture firms’ growth and financing policies; our re-
sults show that popular low-frequency measures of transaction costs are largely driven by
volatility.

The rest of the paper is organized as follows. In Section 2, we describe the four low-

frequency measures of transaction costs, which have become popular in the literature. In



Section 3, we study the properties of these measures in simulations and document their bias
and dependence on volatility. Section 4 presents our empirical results for U.S. stocks and
major foreign exchange rates, and in Section 5 we discuss the implications of our results for

empirical finance. Section 6 concludes.

2 Low-frequency effective spread measures

The four low-frequency measures of transaction cost that we discuss in this paper are all
derived within the well-known model of Roll (1984). In this section, we first present the
model and then briefly describe the measures. For more details on the model, and its many

generalizations, see Foucault, Pagano, and Roell (2013).

2.1 Notation and framework

We assume there are T days with n transactions each. For every i = 1,...,n and ¢t =

0,...,7 — 1, the logarithmic (log) transaction price p and the log efficient price m follow

s
Pivim = Miqi/n + iqt-‘ri/na (1)
Miti/n = Mit(i=1)/n T €t+i/ns (2)

where €, the efficient price innovation, is independently and identically distributed (iid)
with variance o2 /n; g, the buy/sell indicator, is iid and i +i/n = £1 with equal probability;
€ and ¢ are independent at all leads and lags; and mo = 0 without loss of generality. The
sequence of daily closing log prices is thus given by {p1,pe, ..., pr}, the sequence of daily
high log prices by {h1, ha, ..., hr}, where hy = maxi<;<p, Pi—1+i/n, and the sequence of daily
low log prices by {l1,...,I7}, where l; = mini<ij<n Pt_14i/n- The sequence of daily returns is
given by {re,rs,...,77}, where r, = p; — p;—1. It follows from the assumptions above that

2

the daily efficient price innovations, m; — m;_1, are iid with zero mean and variance o°.

The parameter of interest is s, the proportional effective spread.



2.2 Roll (1984)

Roll (1984) exploits the negative serial correlation in returns, induced by the bid-ask bounce.
In our framework, the first-order serial covariance is Cov(r¢,ri—1) = —%. For a sample of
T days, the Roll measure is obtained by replacing the true covariance with its sample

counterpart:

T
1
R=2 maX{—Hzrtrtl,O}, (3)

t=3
where the censoring at zero ensures nonnegative estimates, as the sample first-order serial

covariance is not generally guaranteed to be negative.

2.3 Hasbrouck (2009)

Hasbrouck (2009) proposes to estimate the Roll model by Bayesian methods. He develops
a Gibbs sampler to approximate the posterior distribution of s, given a sample of T daily
closing transaction prices. The prior on s is half-normal, s ~ N, (0,02), and the prior on &
is inverse Gamma, o ~ IG(a, 3). Following Hasbrouck (2009), we set a = 3 = le~!? and
02 = 0.052, but we also consider a tighter prior for s, namely o2 = 0.012. We denote the

resulting estimators by Hy, and Hrp, respectively.

2.4 Corwin and Schultz (2012)

Corwin and Schultz, henceforth CS, exploit the information contained in daily high and
low prices. They observe that “the sum of the price ranges over 2 consecutive single days
reflects 2 days volatility and twice the spread, while the price range over one 2-day period
reflects 2 days volatility and one spread”. This yields two equations and two unknowns (s

and o), which is solved analytically. The two-day CS estimator of the spread is given by

_ V2B — VB . M
W, B E N Vo) ®)
Br = (hi1 — lis1)® + (he — 1), (6)
v¢ = (max{hiy1, he} — min{lpy1, lt})Q. (7)



For a sample of T days, the Corwin and Schultz (2012) measures are obtained by averaging

the 2-day estimates:

T-1

| T

CSp = ; max{S;, 0}, (9)
1 T—1

CSp = 1. Z St]l{stzop (10)

Zt:l ]I{St >0} ¢=1

where [g,>¢ is an indicator function that takes the value of one if S; > 0. The first measure,
CShr, is the censored version of CS and thus guaranteed to be positive definite. The second
measure, C'Sp, is constructed by censoring the 2-day spreads at zero before averaging. This
version is recommended by Corwin and Schultz for U.S. equities and is one of the most
widely used measures in the literature. Finally, the last measure, C'Sp, is obtained by only
averaging over the non-negative 2-day spreads. Karnaukh, Ranaldo, and Soderlind (2015)
use this measure for spot foreign exchange rates, because it is more closely correlated with
the true spread than C'Sp.

The CS measures are derived under the assumption of continuous trading, that is, the
overnight return between two consecutive trading days is assumed to be zero. When this is
not the case, such as in most equity markets, CS propose a simple adjustment that mitigates
the effect of non-zero overnight returns (Corwin and Schultz, 2012, p. 726). We employ this

correction in our empirical applications.

2.5 Abdi and Ranaldo (2017)

Abdi and Ranaldo (2017), henceforth AR, combine the ideas of Roll and CS. They define
the daily mid-range by n; = (hy + l¢)/2, the average of the daily high and low log prices,

and observe that the statistic

6t = 4(pe — ne) (Pt — Me41), (11)



satisfies E(6;) = s2, Thus, using a sample of T days, they propose to estimate s by

T-1
1
ARM = maX{“25t,0}, (12)

t=1
1 T-1
ARp = 7 ; max{d;, 0}, (13)

T-1

) _
ARp = —T—-1- Z \/&H{&zo}v (14)
=1 Lo, >0y 1=

where, similar to CS, AR employ censoring or truncation to achieve nonnegative estimates.
Unlike the CS measures, the AR measures are robust to the presence of overnight returns

and so no adjustment is required when applying these measures to non-24-hour markets.

3 Statistical properties and the role of volatility

Having described the low-frequency measures, we now document their statistical properties.
First, we show by simulation that the low-frequency measures are significantly upward
biased when the true spread is small. Second, we study the source of the bias and document
its dependence on the volatility of the efficient price. Finally, we study the implications of
this dependence for the dynamics of the low-frequency measures when both volatility and

spreads vary over time.

3.1 Bias and precision

For comparison with CS and AR, we adopt their “near-ideal” simulation design, except that
we consider smaller values of the effective spread, ranging from 5 to 300 basis points, as
these values are more consistent with the transaction costs observed in our data and sample
period. Specifically, we assume there are 390 transactions per day, the daily volatility
of the efficient price innovation equals 3%, and the sample size is either 21 trading days
(approximately one month) or 251 trading days (approximately one year). All simulations
are based on 10,000 replications.

Table 1 reports the simulation results. We find that all measures are significantly upward

biased when the spread is small. For example, when the true spread equals 10 bps, the bias
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ranges from 35 bps for the C'Sy; measures to 236 bps for the ARp measure, or 250% and
2,260% of the true spread, respectively. But for some measures, the bias remains substantial,
even for moderate values of s. When the spread is large, the bias is reasonable, and this
is known from previous studies as well. The measures based on censoring and truncation
before averaging (the “D” and “P” measures) exhibit a much higher bias than measures
obtained by censoring after averaging (the “M” measures). Hasbrouck’s measures are also
highly biased when the spread is small or moderate, and the bias is highly dependent on
the prior.

In terms of precision measured by the root mean square error (RMSE), C'Sy; generally
performs the best, but this comes at a cost: a large fraction of the estimates is equal to
zero. For example, for s = 10 bps, the measure equals zero 38% of the time. The AR),
produces a higher RMSE and many more zeros, even for moderate values of s. The “D” and
“P” measures perform better in terms of standard deviation, but the bias dominates and
produces inferior RMSE to those of the “M” measures. When the sample size increases from
T =21 to T = 251, the bias and RMSE of the consistent estimators—the “M” estimators
and the Hasbrouck measures—improve significantly, as expected, while those of the “D”

and “P” measures do not.

3.2 Source of bias

What drives the bias when the true effective spread is small? Recall that to ensure non-
negativity, the Roll, CS, and AR measures are all based on some form of censoring or
truncation either before or after averaging. These operations induce a positive bias and
dependence on the volatility of the efficient price ¢ as we now demonstrate.

To develop some intuition, consider a simple case where z; is ¢¢d normal with mean p,
p > 0, and variance w?. Of course, the summands (7471, Sy, &) in the various measures
are neither normal nor 7id, but the normal iid case provides informative predictions for the

actual behavior of the effective spread measures. It is well-known that in the case of iid

1 VT VT w
E (maX{ngrt,O}) = (w) W+ o (w) ﬁ, (15)
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( Zmax{:ct,O})—(I)( )u+¢( ) (16)
2t S ) = [p ()] [ (2o (2) ]

First, these results show that all three forms of imposing non-negativity introduce a bias
that depends on both s and w. Second, only censoring after averaging can deliver consistent
estimates of the effective spread, equation (15). Recall that an estimator fr is consistent for
the true parameter 8y when for T' — oo, 01 2 6. Censoring or truncation before averaging
produces a bias that does not vanish as the sample size increases, and hence measures
introduced in equations (16) and (17) are not consistent. Finally, truncation delivers a
higher bias and greater dependence on volatility than censoring. Henceforth, we refer to
“M” measures (C'Syr, ARy, and Roll measures) as “consistent” measures, and “D” and
“P” measures (CSp,CSp, ARp, and ARp) as “inconsistent”.

Analogous analytical results for the four low-frequency measures we consider are not
available in closed form, so we approximate the expectations by simulation over a grid for
s and o, where both parameters vary between 10 and 500 basis points. The simulation
design is otherwise identical to that in the previous subsection. The results are summarized
in Figures 1, 2, and 3. In each of these figures, the left panel plots the expectations as a
function of volatility for a given spread, while the right panel plots the expectations as a
function of the spread for a given level of volatility.

Starting with the Roll measure shown in the top panel of Figure 1, we find that when
the spread is large and/or the volatility is small, the Roll measure is fairly insensitive to
volatility. However, for small values of s, the dependence on volatility becomes apparent.
For example, when the spread equals 50 bps, the measure varies almost linearly with volatil-
ity even when volatility is as low as 1%. At the same time, at this level of volatility, the
sensitivity to changes in the spread is significantly less than one (right panel); increasing
volatility further makes this sensitivity even smaller.

Turning to the CS measures shown in Figure 2, censoring after averaging (C'Sys) pro-
duces a positive bias that increases with o, especially for small s, but this bias disappears

as the sample size increases (not shown). Censoring before averaging (C'Sp) delivers a
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more pronounced dependence on volatility, regardless of the level of the spread. Truncation
before censoring (C'Sp) makes the dependence on volatility even stronger. Moreover, when
the spread is small, both measures are essentially a linear function of volatility, even for
low 0. Also, as shown in the right panel, the sensitivity to s declines as volatility increases.
Increasing the sample size does not resolve these issues (not shown).

Finally, the AR measures are shown in Figure 3. We notice two differences relative to
CS. First, the dependence on volatility is less pronounced for large values of s. This comes
at a cost, however, and that is a lower sensitivity to s when s is small and volatility is high.
Similar to CS, when the spread is small or when the volatility is high, the dependence of
the AR measures on volatility is essentially linear.

In the case of the Hasbrouck measures, non-negativity is achieved by choosing an ap-
propriate prior. It is difficult to make predictions about how exactly the choice of the prior
affects the bias and dependence on volatility, if any. But a simulation can shed some light
on this issue. In Figure 1, we plot the expected values of the Hasbrouck measures approx-
imated by simulation as we did for the other measures. We consider two different priors
for s, one where we set 02 = 0.05% as in Hasbrouck’s original paper (middle panel), and
one where we consider a tighter prior by setting o2 = 0.01? (bottom panel). In the former
case, we find a behavior that is qualitatively similar to that of the Roll measure, although
the dependence on volatility is somewhat stronger. In the latter case, the dependence on
volatility varies with the size of the spread; for small values of s, the dependence is positive,
while for large values of s it is negative. As volatility increases, the posterior increasingly
resembles the prior and, regardless of the true spread, the measure produces very similar
estimates. As a result, the sensitivity of the measure to changes in the spread becomes very

small (right panel).

3.3 Correlation with true spread and volatility

The key finding from the simulations so far is that when the effective spread is small, the
variation in the low-frequency measures can be driven by volatility. In practice, both spreads
and volatility vary over time and in the cross section, as predicted by microstructure theory,

and they tend to be contemporaneously correlated (see Foucault, Pagano, and Roell, 2013,
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for a textbook treatment).

In the final set of simulations, we therefore explore the implications of time-varying
and correlated spread and volatility for the dynamics of the effective spread measures.
Specifically, we study the correlation of the spread estimates with the true spreads and
volatility by calculating simple pairwise correlations. More importantly, though, we run

OLS regressions of the spread estimates on the true spread and volatility:

'§t = + Bsst + ﬁo‘o-t + Ut. (18)

If the low-frequency measures (§;) truly capture the effective spread, these regressions would
exhibit a spread coeflicient B, close to unity, a volatility coefficient 3, close to zero, and a
high R?. If, on the other hand, volatility plays an important role in the dynamics of these
measures, 3, will be different from zero, and the R? in the bivariate regression in equation
(18) will be substantially higher than that in a univariate regression of §; on s; alone.
Since we cannot calculate the population coefficients in equation (18) in closed form, we
approximate them by simulation. As before, we simulate samples of size T' = 21 (one month)
or T'= 252 (one year) days with n = 390 intraday returns each. All simulations are based
on 10,000 replications. We keep the spread and volatility fixed within each sample (month
or year). However, we allow the spread and volatility to vary randomly across samples
(months or years). Both the spread and volatility are assumed to be independently log-
normally distributed, either uncorrelated, or contemporaneously correlated with p = 0.5.2
We set the mean daily volatility of the efficient price equal to 2% and the volatility of
volatility equal to 2%. A 2% average daily volatility is approximately what we observe
for the S&P 1500 stocks during our sampling period. We consider three scenarios for the
effective spread. First, we consider an effective spread with a mean of 10bps and spread
volatility of 10 bps, i.e., the implied ratio of expected spread to expected daily volatility
is 5%, which is close to what we observe for the large- and mid-cap stocks in our sample.
Second, we consider an effective spread with a mean spread of 50 bps and spread volatility of

50bps, so that the signal-to-noise ratio equals 25%. This value is large for modern electronic

2We also run simulations with p = 0.75. These results are available in Appendix A.
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markets, but it is close to what the DJIA 30 stocks experienced in the previous century (see
Jones, 2002). Finally, we consider an effective spread of 3% with volatility of 3%, implying
a signal-to-noise ratio of 150%. We run this last simulation mainly to show that when the
signal-to-noise ratio is high, the consistent low-frequency measures perform as dictated by
statistical theory.

Table 2 reports the simulation results for the case of no correlation between the spread
and volatility. In the left part of Panel A, we show the results for the small, tranquil spread
and T = 21 observations (days) used to calculate the low-frequency measures. We find that
the correlation with the true spread is very small for all measures, while the correlation
with volatility is high, especially for the D and P measures, where the correlation exceeds
0.9. The slope coefficient in a univariate regression on the true spread is well below one
and the intercept is well above zero, consistent with the large bias documented in Table 1.
The bivariate regressions on the true spread and volatility show that it is almost exclusively
volatility that drives the dynamics of the low-frequency measures: the slope coefficient for
volatility is well above zero and the R? increases from essentially zero to values that range
from 25% for the consistent, M, measures to over 90% for the P measures. In the right part
of Panel A, we repeat the simulation with T"= 251 observations. Except for C'Sy, we find
that the performance does not really improve, and in some cases it actually deteriorates:
for the inconsistent D and P measures, the correlation with volatility is now near perfect.
Increasing the number of observations reduces the variance of these measures and the bias,
which is a function of volatility and does not diminish asymptotically, dominates.

Panel B of Table 2 reports the simulation results for the medium, moderately volatile
spread. There are clear improvements in terms of the correlations with the true spread
relative to Panel A, but all measures still exhibit significant correlation with volatility. This
is also evident in the bivariate regressions, where, with the exception of C'S};, the volatility
coefficient is far from zero and the R? is much higher than in the univariate regression on the
true spread alone. For example, the most widely used C'Sp measure exhibits an R? = 0.17
in the univariate regression and an R? = 0.89 in the bivariate regression when the number
of observations equals 21 days, suggesting that even with a fairly large signal-to-noise ratio

of 25%, the dynamics of the measures is mainly determined by volatility and not the true
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spread.

Finally, in Panel C we report the results for the high, volatile spread. We find that
with such a high noise ratio of 150%, the measures generally work as expected, exhibiting
a high correlation with the true spread and a slope coefficient close to unity in a univariate
regression on the true spread alone (except Hp). The consistent measures C'Sy; and ARy,
work particularly well, even when T' = 21. The inconsistent measures, D and P, while much
less plagued by volatility than in Panels A and B, still exhibit a nontrivial dependence on
volatility as evidenced by a correlation between 0.10 and 0.36, respectively, when T' = 21,
and this correlation barely changes as 7" increases to 251.

While the simulation results with uncorrelated spread and volatility clearly illustrate the
impact of volatility on the low-frequency measures, in practice, the spread and volatility
tend to be positively correlated. To be able to better interpret our empirical findings, we
therefore repeat the simulations setting the correlation between the spread and volatility
equal to 0.5 but leaving the simulation design otherwise unchanged. The results are reported
in Table 3. We first note how the contemporaneous correlation between the spread and
volatility masks the problem with dependence on volatility when one judges performance
by correlation with the true spread. Panel A shows that even if the true spread is very
small, the correlation between the low-frequency measures and the true spread tends to be
quite high. However, when one runs a univariate regression on the true spread, the issue
becomes clearly apparent and manifests itself in a slope coefficient that is much larger than
one. Moreover, when volatility is added to the regression, the R? increases significantly. For
example, with 7' = 21, the C'Sp measure exhibits an increase in R? from 0.26 to 0.88, while
the CSp’s R? increases from 0.27 to 0.94; the ARp and ARp measures exhibit a similar
behavior. Increasing T" to 251 does not yield any improvement for either set of metrics. This
problem does not go away even when we increase signal-to-noise ratio to 25%, as shown
in Panel B. Including the volatility in the regression yields a small increase in R? for the
inconsistent D and P measures only with a large signal-to-noise ratio of 150%, reported in
Panel C.

In summary, the simulation results confirm the fact that the inconsistent low-frequency

measures are contaminated by volatility, and it is primarily volatility that drives the dy-

16



namics of these measures for parametrizations that are empirically relevant in electronic
markets. To end on a positive note, we find that the C'Sy; measure, while being quite
noisy when the true spread is small or when the number of observations is small, does
deliver almost unbiased estimates for moderate (and larger) spreads and when the number
of observations is large. Unfortunately, the measure is almost never applied in practice,
as the authors themselves advise against it on the grounds that it exhibits low correlation
with the true spread. Our simulations show that while the D and P measures, which are
recommended by both CS and AR, are correlated with the true spread, they are correlated

with the true spread for the wrong reason—they load on volatility.

4 Estimating transaction costs in equity and foreign exchange

markets

4.1 U.S. equities
4.1.1 Data

Our U.S. equity sample consists of the S&P 1500 constituent stocks during the period
between October 2003 and December 2017. We focus on the post-decimalization period
and the S&P 1500 stocks for several reasons. First, the S&P 1500 index comprises over
90% of U.S. stock market capitalization, and thus our results apply to the vast majority of
economically significant U.S. stocks. Second, very small stocks do not necessarily trade often
enough (sometimes not even once a day), which necessitates imposing onerous conditions
when implementing the low-frequency methods. We do not claim that these stocks do not
matter. However, if we insist on incorporating them in our analysis, more robustness checks
and alternative treatments for issues related to infrequent trading need to be carefully
explored, which we believe is best left for a separate paper. Third, estimating realized
volatility, which is a key variable in our empirical analysis, is only possible for sufficiently
liquid assets.

The data on the historical S&P 1500 and other index membership come from COMPUS-
TAT. For each month in our sample, we select all stocks that were included in the S&P 1500
index between the 5th and 25th of the month and obtain daily high, low, close, bid, and
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ask prices for these stocks from CRSP, matching by stock CUSIP. We use the daily CRSP
price data to calculate the low-frequency measures at the stock-month and stock-year level.

Our high-frequency effective spread benchmarks and various realized volatility measures
are calculated from the Daily TAQ data accessed via Wharton Research Data Services
(http://wrds-web.wharton.upenn.edu/wrds/). We use the Holden and Jacobsen (2014) SAS
code, kindly shared by the authors on their web site, to first construct the national best bid
and offer (NBBO) data and then calculate daily dollar-volume-weighted percent effective
spreads for all stock in our sample. In addition to the filters employed by Holden and
Jacobsen (2014), we also remove transactions where the transaction price differs from the
prevailing NBBO quote by more than 10%—i.e. the implied effective spread is larger than
20%—before calculating the daily effective spreads. This helps remove obvious outliers,
but it does not materially affect our results, as the effective spreads of our stocks are two
orders of magnitude smaller on average. Effective spread estimates at the stock-month or
stock-year level are then obtained by simply averaging the daily estimates for a given stock
and month or year, respectively.

Novel in our paper is the use of volatility in explaining the behavior of the low-frequency
measures. We construct high-frequency-based proxies for the daily volatility of the efficient
price by calculating 5-minute realized volatilities from the NBBO mid-quotes. Liu, Patton,
and Sheppard (2015) and Bollerslev, Hood, Huss, and Pedersen (2018) show that the 5-
minute realized volatility tends to perform very well across different asset classes. To ensure
that our results are not plagued by market microstructure noise (see Bandi and Russell,
2006, for an in-depth treatment), we also consider the 30-minute realized volatility. Before
calculating the daily realized volatilities, we employ some additional data cleaning methods
in the spirit of Barndorff-Nielsen, Hansen, Lunde, and Shephard (2009) and Bollerslev,
Hood, Huss, and Pedersen (2018). Specifically, we remove (1) quotes where the bid or ask
price is missing or equal to zero, or the bid-ask spread is less than or equal to zero; (2)
quotes with bid-ask spreads larger than 50 times the median bid-ask spread for a given
stock and day; and (3) quotes where the absolute difference between the mid-quote and
the median daily mid-quote exceeds 10 times the average value of this difference on a given

day. These filters are designed to remove obvious outliers, such as spurious jumps of the
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bid and ask prices to $10,000, for example. To calculate monthly realized volatility, we sum
the daily realized volatilities within a given month and add the sum of squared overnight
returns, that is, returns between 4:00pm and 9:30am the following trading day.

Finally, we merge the stock-month and stock-year variables created from CRSP and
TAQ by the stock CUSIP. In order for a stock-month to be included in our final sample, the
CRSP and TAQ have to have data for the same number of trading days for a given stock
and month. Following Abdi and Ranaldo (2017), we also eliminate stock-months with stock
splits or unusally large distributions (> 20%). Finally, we drop May 2010 from our sample,
as a well-known flash crash occurred on the 6th of this month and was associated with
unusual price and liquidity dynamics in the U.S. equity markets (Kirilenko, Kyle, Samadi,
and Tuzun, 2017). This leaves us with 241,236 stock-months. In case of stock-years, a stock-
year is included in our sample, as long as the CRSP and TAQ contain data for a given stock
for at least 231 (11 months) trading days and the number of days with data differs by no
more than 21 (1 month) between CRSP and TAQ. We also eliminate stock-years with stock
splits and unusually large distributions (> 20%), and in case of 2010, eliminate May from
all stock-years. Thus, the results for 2010 are only based on 11 months of data. This leaves
us with 18,239 stock-years.

Table 4 reports daily summary statistics for our final sample. The daily average number
of trades in our sample period is 8,606 and the average daily trading volume equals $71
million. The average quoted spread equals 16.3 basis points, while the average effective
spread is 12.4 basis points. The average daily realized volatility stands at 2.17% and the
signal-to-noise ratio—the ratio of effective spread to realized volatility—equals a mere 6% on
average. The table also reports analogous statistics for the four sub-indices that comprise
the S&P 1500 index. The largest stocks (DJIA 30) trade with an effective spread of 4.3
basis points on average and daily realized volatility of 1.42%, and a signal-to-noise ratio of
3.4%. The S&P 500 index constituents have an effective spread of 6.1 basis points, daily
realized volatility of 1.83% and a signal-to-noise ratio of 3.7% on average. For the mid caps
(S&P 400), these figures stand at 9.1 basis points, 2.06%, and 5%, while for the small caps
(S&P 600), they are 20 basis points, 2.55%, and 8.5%, respectively. Thus, even the mid and

small caps trade with a fairly small effective spread and a signal-to-noise ratio well below
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10%.

4.1.2 Results

We show the empirical results for U.S. stocks in three stages. First, we present the results
for the whole sample, i.e., the S&P 1500 stocks. Since there is significant variation in the
effective spread and the signal-to-noise ratio in the cross section (Table 4), we then repeat
the exercise for the largest stocks, i.e., the DJIA 30 stocks, and the small caps, i.e., S&P
600 stocks.

Full-sample results: Monthly

Starting with the full sample, Panel A of Table 6 summarizes descriptive statistics for the
TAQ effective spread and the low-frequency measures pooled over all stock-months in the
sample. Clearly, all low-frequency measures exhibit a sizable upward bias relative to the
TAQ spread. While the true spread equal 12.4 bps on average, the low-frequency measures
average between 26.4 bps for C'Sy; and 168 bps for Hy. As expected, for the CS and
AR measures, the average bias increases when one censors or truncates before averaging
the daily estimates within a month; the mean CSp and ARp are 76.2 bps and 82.2 bps,
respectively, while the mean CSp and ARp are 123 bps and 157 bps, respectively. The
median and the RMSE exhibit a similar pattern.

In Panel B, we report the cross-sectional average of time-series correlations between the
low-frequency measures and the TAQ spread and realized volatility. We find that the con-
sistent measures exhibit low time-series correlation with the TAQ spread, ranging between
0.19 and 0.28, while the inconsistent measures exhibit roughly twice as high correlation with
the TAQ spread. At the same time, the inconsistent measures tend to be correlated with
realized volatility, and the correlation coefficient range from 0.62 to 0.74, roughly double the
correlation of the consistent measures with the realized volatility. In Panel C, we present
analogous results for the cross-sectional correlations averaged over time. These correlations
exhibit a similar pattern.

In Table 7 we report results of regressions of the low-frequency measures on the TAQ
spread and realized volatility. In Panel A, we run pooled OLS regressions and use the

Driscoll and Kraay (1998) standard errors, which are robust to heteroscedasticity, serial
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correlation, and cross-sectional dependence for inference. We find that our estimation results
are qualitatively consistent with our simulation results reported in Table 3. First, the
realized volatility is highly statistically significant for all measures; second, including RV
significantly reduces the estimated coefficient for the TAQ spread and increases the R2. The
increase in the R? is particularly pronounced for the inconsistent measures, where it at a
minimum doubles the value of the R?. For example, for the C'Sp measure the R? goes from
0.26 to 0.66, while for the ARp measure, it increases from 0.22 to 0.64.

In the next two panels, we examine the variation separately in the time-series and
cross-section. Starting with the time-series variation, in Panel B, we report the “within”
estimation, that is, pooled OLS on data that were de-meaned at the stock level, which is
equivalent to running OLS with stock fixed effects. We again use the Driscoll and Kraay
(1998) standard errors for inference. In Panel C, we run cross-sectional regressions for each
month in the sample and report the mean cross-sectional parameter estimates together
with the associated Newey and West (1987) Student’s t-statistics. The two sets of results
are qualitatively consistent with the pooled results in Panel A. One notable difference
between the time-series and cross-sectional estimations is that the increase in the R? is
more pronounced for the former.

The results reported so far have been calculate using the 5-minute realized volatility.
To check for robustness to this sampling frequency, in Table 24 in Appendix B we rerun
our regression using the 30-minute realized volatility. Sampling at lower frequency should
alleviate any concerns about the effect of market microstructure noise on the volatility
estimates, see Bandi and Russell (2006). As is seen from the table, our results are virtually
unchanged by replacing the 5-minute RV by the 30-minute RV and the point estimates, as

well as the associated t-statistics, are remarkably close.

Full-sample results: Annual

We now turn to annual results, where all low-frequency measures are calculated using one
year’s worth of daily data. Table 8 report the annual descriptive statistics. Several differ-
ences relative to the monthly results are immediately apparent. First, the bias and RMSE
have significantly declined for the consistent measures: the mean Hj declined from 168 to

64.2 bps, the mean C'Sj; from 26.4 to 18.3 bps, and the AR); from 58.3 to 46.0 bps. In con-
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trast, the annual inconsistent measures exhibit almost the same bias as the monthly ones.
The correlation with the true spread also increased for the consistent measures, especially
the time-series correlations (Panel C). For example, the annual C'Sy; measure exhibits an
average time-series correlation with the TAQ spread of 0.64 relative to the monthly 0.37.
Similar increases are observed for the other consistent measures as well, but not for the
inconsistent ones. These findings are perfectly in line with our simulation results, the
asymptotic theory, and show that only the consistent measures can deliver increasingly
precise estimates as the sample size increases.

In Table 9 we run the regressions of low-frequency measures on the TAQ spread and
realized volatility at the annual frequency. We again find a very different change relative
to the monthly results for the consistent and inconsistent measures. The former now ex-
hibit substantially smaller coefficients on realized volatility, and in some cases the realized
volatility is only marginally statistically significant, especially in the cross-sectional regres-
sions (Panel C); take, for example, the case of C'Sy; and ARy, where the coefficient on RV
is essentially zero. In contrast, the inconsistent (“D” and “P”) measures exhibit no such
changes and, if anything, the R? in the annual regressions with RV increase relative to the
monthly regressions. The dependence on volatility of the inconsistent measures cannot be

simply undone by increasing the sample size.

Results by size

Tables 10-17 report analogous monthly and annual results—descriptive statistics and re-
gression results—for very large stocks (DJIA 30) and small caps (S&P 600). Starting with
the monthly results, we find that the realized volatility plays a more important role for the
very large stocks: the low-frequency measures tend to be more correlated with RV for these
stocks, and adding RV to the regression on the TAQ spread increases the R? more (see Ta-
bles 10 and 11). But even for the small stocks, the realized volatility is a significant factor.
All low-frequency measures exhibit a non-negligible correlation with realized volatility, and
the realized volatility is highly significant in both time-series and cross-sectional regressions
(see Tables 14 and 15). In Tables 25 and 26 reported in Appendix B we again check for
robustness of our results to the choice of the sampling frequency at which we calculate

realized volatility. The table shows that using the 30-minute RV in place of the 5-minute
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RV leaves our results intact.

Turning to the annual results reported in Tables 12 and 13 for the DJIA 30 stocks and
16 and 17 for the S&P 600 stocks, we find that the bias of the consistent measures improves
more for the small caps than for the very large caps. For example, the average C'Sj; measure
drops from 36 bps to 27 bps, which is much closer to the TAQ spread of 20 bps, while the
same measure declines from 16 bps to 11 bps for the very large caps, which have a TAQ
spread of mere 4 bps on average. So for the very large caps, the bias is almost 156% of
the TAQ spread even at the annual frequency. The bias associated with the inconsistent
measures does not, of course, change as the sample size increases.

Second, the correlation of the consistent measures with the TAQ spreads increases more
for the small caps than for the large caps when moving to the annual frequency. Both of these
results are consistent with our simulation results and the intuition developed in equations
(15)-(17) that increasing the sample size reduces the bias and increases the precision of the
consistent measures more when the signal-to-noise ratio is high. However, the regression
results show that even for the small caps and the annual frequency (Table 17), all consistent
measures still exhibit statistically significant dependence on volatility both in the cross
section and time series. For the inconsistent measures, this dependence actually becomes
stronger at the annual frequency, as can be seen from the magnitude of the coefficients
on RV, their statistical significance, and the incremental R? in the bivariate regressions.
This is not surprising; the variance of the measures is reduced in larger samples, but the
bias, which is a function of volatility, is not, and hence the measures now have a less noisy
relationship with volatility.

In summary, our empirical results for the very large and small caps are perfectly in
line with our simulation evidence. The consistent low-frequency measures perform better
for less liquid assets, i.e., assets with a higher ratio of transaction costs to volatility, and
this performance improves more when increasing the sample size. The inconsistent low-
frequency measures, on the other hand, exhibit no such improvement. Even for the small
caps and at the annual frequency, however, all measures suffer from the dependence on

volatility both in the cross section as well as in the time series.
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4.2 Foreign exchange rates
4.2.1 Data

Our foreign exchange sample consists of five major currency pairs for which we have intra-
day data: EUR/USD, EUR/CHF, EUR/JPY, USD/CHF, USD/JPY. The source of our
intraday data is EBS, one of the largest electronic interdealer platforms for trading spot
FX. Although other currency pairs are traded on this platform, it is well known that EBS
is the primary source of price discovery for the euro, Japanese yen, and Swiss franc, while
Reuters is the primary venue for other currencies (Hasbrouck and Levich, 2018). Thus, we
exclude these currencies from our analysis because the transaction costs estimates obtained
from the EBS data might not be representative of the true costs of trading these curren-
cies. The EBS data contain transactions time stamped to the millisecond and classified
as either buyer or seller initiated, and top-of-the-book quotes sampled at regular 100ms
intervals. Unlike for the U.S. stocks, we cannot therefore align quotes with trades exactly,
and use instead the most recent—rather than the prevailing—mid-quote when calculating
dollar-volume-weighted effective spreads, as in Karnaukh, Ranaldo, and Soderlind (2015).3
We calculate daily realized volatility from 5-minute mid-quotes; Chaboud, Chiquoine, Hjal-
marsson, and Loretan (2010) show that the 5-minute sampling frequency is sufficiently low
to avoid contamination by microstructure noise. Our sample period is from January 2008
to December 2015. We drop holidays, and in case of the exchange rates involving the Swiss
Franc, we also drop the months when the exchange rate floor was introduced and abandoned
by the Swiss National Bank, as these were months of unusual market developments.

Table 5 reports summary statistics for the foreign exchange data. The EUR/USD and
USD/JPY are the most frequently traded currency pairs, with around 39,000 and 21,000

trades per day on average, and $52 billion and $28 billion in average daily volume, respec-

3An additional source of measurement error stems from the fact that trading on EBS takes place in
three different locations—London, New York, and Tokyo—and the associated latencies may give rise to
inaccuracies in trade time stamps. Addressing this issue directly requires information on the geographical
location of trades, but such data are currently not available. As a result, the effective spread may be negative
for some trades. In Appendix C, we consider two alternative ways of constructing the dollar-volume-weighted

effective spreads for robustness and show that our results remain unchanged.
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tively. The other currency pairs are considerably less frequently traded. The average quoted
spread is very small for all currencies, as is the effective spread. The most liquid currency
pair is the EUR/USD with an average quoted spreads of 1.07 bps and an effective spread
of 0.50 bps; USD/JPY exhibits slightly higher transaction costs, 1.45 bps and 0.68 bps,
respectively; the remaining currency pairs trade with an average quoted spread between 2.6
and 2.8 bps and an average effective spread between 0.69 and 0.83 bps. The average daily
realized volatility ranges from 45 bps for EUR/CHF and 85 bps for EUR/JPY. These val-
ues are almost two orders of magnitude larger that the average effective spreads, producing
signal-to-noise ratios between 1 and 2%. In this sense, the spot foreign exchange rates are
even more liquid than the DJIA 30 stocks discussed in the previous section.

Following Karnaukh, Ranaldo, and Soderlind (2015), we obtain daily high, low, and
closing prices for the five exchange rates from Thompson Reuters. These prices are based
on quotes rather than transactions, and to the best of our knowledge, daily transaction
prices are not publicly available. This means that we can only calculate the Corwin and
Schultz (2012) effective spread measures from these data, since other measures explicitly
require daily closing transaction prices; the effective spread is otherwise not identified. We
calculate the Roll, Hasbrouck, and Abdi and Ranaldo measures from the daily high, low,
and closing prices extracted from our intraday EBS data. We acknowledge that this is
not feasible for researchers who do not have access to the proprietary EBS data, but it is
nonetheless instructive to study how these measures would perform if the daily transaction-

based data were publicly available.

4.2.2 Results

Table 18 summarizes our foreign exchange results. Similar to the analysis of the U.S. eq-
uities, we calculate statistics and run regressions for FX-month data pooled across the five
currency pairs in our sample. We do not perform the analysis at the annual frequency
because we only have five exchange rates and 8 years in our sample, i.e., only 40 exchange
rate-years, which is too small a sample for any meaningful statistical analysis. Starting with
the summary statistics reported in Panel A, we find that all low-frequency measures are

severely upward biased. The true effective spread is 0.68 bps on average, while the average
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Roll measure equals 25.9 bps, the Hasbrouck measures vary between 44.8 and 46.3 bps
depending on the prior, the Corwin and Schultz average measures range from 13.3 to 44.7
bps, and the Abdi and Ranaldo from 13.7 to 47.6 bps. The standard deviations of the low-
frequency measures are also two orders of magnitude higher than that of the true spread.
These results are in stark contrast to those of Karnaukh, Ranaldo, and Soderlind (2015),
who report a much smaller bias for their currencies and sample period (2007-2012). When
replicating their results, we find that they report the summary statistics in percent rather
than basis points, as claimed. For example, Karnaukh, Ranaldo, and Séderlind (2015) re-
port a mean C'Sp for EUR/USD of 0.476 basis points,* while our replication shows that it
is actually 0.476%, or 47.6 basis points. Given that the effective spreads from EBS data is
reported to be 0.584 basis points on average in Karnaukh, Ranaldo, and Séderlind (2015),
the bias is actually very large, and very similar to what we obtain for EUR/USD during
our sample period (2008-2015).

Panel B of Table 18 reports regression results from regressing the low-frequency measures
on the true effective spread. We find that the intercept is statistically indistinguishable from
zero, but the slope coefficient is far from unity, as would be required of a well-performing
measure. The large slope coefficients reflect, of course, the large bias the low-frequency
measures suffer from. The coefficient of determination is generally not very large, reaching
a maximum of 0.32 for the C'Sp measure. In Panel C of Table 18, we add realized volatility
to the regression. Echoing the results for the DJIA 30 stocks, three main results emerge from
these regressions: (i) realized volatility is highly statistically significant in all regressions
except for C'Syy; (ii) compared to the univariate regressions in Panel B, the R? more than
doubles for all measures except for consistent M measures (those based on censoring after
averaging); and (iii) for the Hasbrouck measures and the “P” measures, adding realized
volatility renders the spread coefficient (8gg) statistically insignificant.

In summary, volatility is an important driver of the Hasbrouck and the “D” and “P”

measures in the foreign exchange market, explaining why these measures exhibit a higher

4Page 3080, Table 2, “Corwin-Schultz high-low estimate/2 (LF), bps”. Since we focus on the full spread
in our paper, while Karnaukh, Ranaldo, and Séderlind (2015) report half-spread, multiplying their 0.238 by
two produces 0.476.
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correlation with the true spread documented in Panel A and in previous studies. Volatility
affects the “M” measures by a much smaller degree. As a result, these measures exhibit a

much smaller correlation with the true spread.

5 Implications for empirical asset pricing

Thus far, we have documented the statistical properties of the low-frequency measures. In
this section, we highlight the implications of these properties for empirical asset pricing. We
provide two case studies. In the first case, we investigate how the imprecision of the low-
frequency measures affects the estimates of betas and market price of risk in the liquidity-
adjusted CAPM of Acharya and Pedersen (2005). In the second case, we follow Ang,
Hodrick, Xing, and Zhang (2006) and add a liquidity factor to their unconditional factor
model with market and aggregate volatility risks. Our goal is to examine if and to what
extent the dependence of the low-frequency measures on volatility affects the estimation of
liquidity and volatility betas and the associated prices of risk if one employs low-frequency

measures to construct an aggregate liquidity factor.

5.1 Liquidity-adjusted CAPM

We assume that stock and market returns follow:

rt = sp = pi + Bi(ry" — s7") + €, (19)

i 81 = pim 07 € (20)

where 7{ and r"* are the gross stock and market returns, and si and s7* are the stock and
market transaction costs. Without loss of generality, we assume that the risk-free rate is
zero. We assume that stock idiosyncratic volatility is constant, but this assumption can
be easily relaxed and a factor structure assumed following Herskovic, Kelly, Lustig, and

Van Nieuwerburgh (2018). Acharya and Pedersen (2005) decompose the beta in equation
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(19) into four separate betas, 3; = (Bi(l) + ,6’9 - 353) — ﬁi(4)), where

Cov(ri,{")

ﬂ(l) B ﬁ@) B Cov(si, si)

© Var(r* — s’ ~ Var(r* — si)

B — Cov(ri, si") O _

© Var(r® — s7)’

Cov (s, 1)
Var(ri® — s)

(21)

Thus, the expected return is:
E(rf) = E(s) + Am (8 + 87 — 87 = 5Y). (22)

The asset-pricing model in equations (19) and (20) is written in terms of monthly re-
turns. However, to calculate the various low-frequency effective spread measures, we need
to simulate intraday returns. To do so, we continue with our simulation design of Section 3
and assume that the transaction costs and market volatility are constant within each month
and divide the month into np = T' X n periods each, where T is the number of days in the
month and n is the number of intraday periods as before. Consistent with equations (19)

and (20), we assume that gross returns at the intraday level follow:

rij = si/nr = Bi(r} — 8" nr) + (0" /)€l (23)
riy = si/nr = p/nr + (07" /y/AT)el], (24)

where j = 1,...,n7 and eij and ¢} are independent standard normal random sequences.
Aggregating to the monthly frequency by summing up the intraday returns within the
month reproduces equations (19) and (20). The intraday efficient prices and transaction

prices are then generated as in the Roll (1984) model:

J
My g = M0+ YT, (25)
1=1
i i s} i
Pi—jing = Mi—j/ny + iqt—j/nw (26)

where qz_j Jng is an independent sequences of binary trade indicators. Once we generate the
intraday transaction prices for a given month, we then compute the high, low, and closing

prices for each day in the month, followed by the low-frequency spread measures and realized
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volatilities for each stock. Armed with the monthly time-series of effective spread estimates
and stock and market returns, we first estimate the time-series regression in equation (19)
separately for each stock. In the second step, we run a cross-sectional regression of the stock
net returns on the estimated betas to recover the market price of risk. We do this exercise
separately for each low-frequency measure. That is, we substitute si by a low-frequency
measures and substitute s;* by the cross-sectional average of the measure.

We calibrate the simulations as follows. In each replication, we generate 360 months (or
30 years) worth of intraday data for 26 stocks. As in the previous simulations, we assume
that each month has T' = 21 trading days with n = 390 transactions each. We set the gross
expected return of the market (p,,) equal to 5% per annum and let the stocks’ betas to be
equidistantly spaced between 0.5 and 1.5. The market transaction costs and volatility are
#d and jointly log-normally distributed with correlation of 0.5.° The mean and volatility
of the market spread are set to 10 basis points each, and the mean and volatility of daily
market volatility are set to 1% each; the ratio of expected spread to expected daily volatility

is thus 10%. We posit that individual stocks’ transaction costs follow a factor model:
st = Bisul, i=1,...,26, (27)

where u! is an independent log-normal innovation with unit mean and standard deviation
equal to 0.5. Since the average beta equals one, the cross sectional mean of the stocks’ spread
equals the mean of the market spread, i.e., 10 bps, but the high beta stocks have a higher
effective spread and the low beta stock have a lower effective spread. Finally, to calibrate
the idiosyncratic volatility, o?, we observe that conditional on o}", s, and s!, the variance
of stock returns in equation (19) is (0})? = B2(07)? + (7). We set (0%)? = 0.2582E((0]")?)
so that, on average, the idiosyncratic variance accounts for 20% of the total stock variation.
With this choice, the stock beta also governs the total stock volatility, with higher beta
stocks having higher total volatility. Moreover, the ratio of the expected stock spread to
the expected stock volatility is constant across stocks. We run 10,000 replications.

We report the simulation results in Table 19. To save space, we only report three sets of

®We also run simulations with p = 0.75 and these simulations are reported in Appendix A.
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estimated betas and the associated decompositions—small (0.5), medium (1.0), and large
(1.5). We report the true values of the four Acharya and Pedersen (2005) liquidity betas in
the first column. The second column reports the (infeasible) estimation results when we use
the true spread (s) to estimate the liquidity-adjusted CAPM. Clearly, using the true spread
yields estimates which are, on average, very close to the true values of the betas and the
market price of risk, A,,. The remaining columns report the results for the low-frequency
measures. While, on average, the estimated (1 is very close to the true value, this is not the
case for the remaining betas. For (2, the bias is uniformly positive and very large, ranging
from 5 times to 54 times the actual value for CSy; and ARp, respectively. For (3 and
B4, the Hy, measure yields a large positive bias, while the bias associated with the other
measures is either positive or negative depending on the form of censoring or truncation.
The market price of risk estimates, reported in Panel D, exhibit sizable negative biases. For
the consistent measures C'Sy; and AR, the bias is around -1.1% and -2.3%. The bias gets
worse when the censoring is done before averaging: -5.6% for C'Sp and -5.1% for ARp. Still,
moving from censoring to truncation before averaging yields even more biased estimates of
market price of risk. On average, the price of risk is estimated at -5% by C'Sp and -6.2% by
ARp. The Hj, measures produces a similarly biased price of risk estimates, about -4.6%.
In summary, these simple simulations show that using low-frequency liquidity measures to
estimate the liquidity-adjusted CAPM could easily lead to misleading inferences about both

the size and sign of the market price of risk and the liquidity betas.

5.2 Asset pricing with aggregate liquidity and volatility risks

As mentioned earlier, we use a variation of Ang, Hodrick, Xing, and Zhang (2006) model to
demonstrate the potentially spurious inference resulting from using low-frequency measures
of liquidity in settings similar to theirs. We assume that stock and market returns evolve

according to:

ri— i = BT — ) + Bl — 1) + BY (0 — T + € (28)

7,;71 — HUm = 0?16?7 (29)
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where p; is stock i’s expected return, [ = E(l;) is the average liquidity, and &,, = E(c?) is

the average market volatility. In the absence of arbitrage, the expected return is given by
E(r}) = B{"Am + Bi\ + B Ao, (30)

where \,, A;, and A\, are the market, liquidity, and volatility prices of risk, respectively.
Consistent with equations (28) and (32), we assume that at the intraday level, stock

and market returns follow:

riy = i/ + B — pm/nr) + Bl — D) /nr + 57 (07" — a™) [nr + (0" [/ar)e;, (31)

1ty = tm/nr + (0" /v/nr)ed;, (32)

7=1,...,np, ef;j and eg’} are independent standard normal random sequences. Aggregating
to the monthly frequency by summing up the intraday returns within the month reproduces
equations (28) and (32).

We set the liquidity factor in equation (32) according to Iy = 10\/?8?1, that is, the
liquidity factor equals the common factor driving the stock effective spreads in equation
(27), adjusted by a factor of 10 x /T in order to make the liquidity and volatility factors
of the same order of magnitude. Recall that ;" is the monthly stock volatility and the
expected daily volatility equals 10 times the average effective spread. s and 0" are jointly
log-normal with the same parameters as in the previous subsection, s¢ follows the factor
model in equation (27), and ¢° is also set as in the previous subsection. The intraday
efficient prices and transaction prices evolve according to equations (25) and (26), with rgj
and 7} given in by equations (31) and (32), respectively.

We consider five different market betas, ranging from 0.5 to 1.5, five different liquidity
betas, ranging from —2 to 2, and five different volatility betas, ranging from —2 to 2. Thus,
we generate data for 5 x 5 x 5 = 125 stocks, one for each combination of the three betas.
We consider three scenarios for the risk prices. In the first scenario all three risks are priced
with A, = 5%, A\s = Ao = —1% per annum. In the second scenario, only the market and
volatility risk are priced, i.e. Ay = 5%, Ay = —1%, and As = 0. In the third scenario, only

the market and liquidity risks are prices, i.e. Ay, = 5%, As = —1%, and A\, = 0.
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In each replication, we generate 360 months of data with 21 days in each month and 390
returns for each day for each of the 125 stocks. Once the data are generated, we calculate the
low-frequency measures for each stock and month. For each low-frequency measure, we then
run the usual two-stage asset pricing exercise, where we use the measure’s cross-sectional
average, multiplied by 10 x v/T', as the aggregate liquidity factor in equation (28). To proxy
for the aggregate volatility factor, we use either the monthly realized volatility based on
daily closing values of the market factor or the monthly range-based volatility estimates
based on the daily high and low values of the market factor (Parkinson, 1980). Thus, we
only use daily data to estimating the market volatility. In the first stage, we estimate the
time-series regression in equation (28) for each stock, while in the second stage, we estimate
the cross-sectional regression in equation (30) using the first-stage beta estimates in order
to estimate the prices of risk. We repeat this 10,000 times and report the average prices of
risk obtained in the simulation.

Table 20 summarizes the results. In Panel A, we use the realized volatility as a proxy for
aggregate volatility, while in Panel B, we use the range-based volatility. The first column
reports the true values of the price of risk parameter values. In the second column, we
show that using the true effective spread in the estimation yields prices of risk that are on
average very close to the true values, regardless of the volatility proxy used.

Turning to the results for the low-frequency measures, we find that using these measures
produces large biases in estimated prices of risk, which can lead to spurious inferences about
the sign and the magnitude of the risk prices. First, when only the volatility risk is priced,
i.e., the price of liquidity risk is zero, all measures produce a non-zero price of liquidity risk
on average, and the price of risk is typically large and negative. For example, the C'Sp and
ARp measures yield a price of liquidity risk of —2.22% and —6.86%, respectively, when daily
realized volatility is used, and 2.56% and —7.20% when the daily range is used. Second,
when only liquidity risk is priced, that is when the price of volatility risk is zero, most
measures produce significantly biased liquidity risk prices and often non-trivial volatility
risk prices on average. Also, the sign of the estimated liquidity risk premium varies across
the different measures. For example, the AR measures yield on average positive prices of

liquidity risk ranging from 0.81% to 5.93% even though the true value is —1%, while the
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CS measures produce uniformly negative prices of liquidity risk ranging from —4.18% to
—11.1%. Finally, when both volatility and liquidity risks are priced in the cross section,
all measures produce sizable negatively biased estimates of liquidity risk premia, while the

volatility prices of risks are on average quite close to the true value.

6 Conclusion

Many financial decisions crucially depend on accurate estimates of transaction costs. The
availability of long histories and the relative ease of handling daily data motivate researchers
and practitioners to employ low-frequency transaction cost measures. However, as we show
in this study, a number of well-known low-frequency measures are biased and inconsistent.
This bias is significant, positive, stems from the construction of these measures, is a function
of volatility, and hence it induces a positive correlation between the low-frequency measures
and volatility above and beyond what is implied by the correlation between volatility and
the true transaction costs. The relative size of this bias is particularly large for liquid assets
such as S&P 1500 stocks or heavily traded foreign currencies.

Through careful simulation, we document the properties and problems of several popular
low-frequency measures when they are used in analyzing highly liquid assets, where the size
of transaction costs relative to volatility is small. We then document the problems that
arise, including biased or outright spurious results, when one uses these measures in asset
pricing applications. Often, proponents of these measures point to their applicability for
historical data. However, at least two studies (Jones, 2002 and Bessembinder, 1994) report
results that point to trading costs that are much lower than those implied by low-frequency
measures for the largest, most liquid U.S. equities and exchange rates as early as 1920s and
early 1980s, respectively. We do not claim that low-frequency measures are not applicable
in general. They are useful for illiquid assets, where trading costs are relatively large in
comparison to volatility. Examples may include high-yield corporate debt or infrequently
traded equities.

Awareness of potential pitfalls of using the low-frequency measures of transaction costs
matters in practice. Similar to the estimation of mean of daily equity returns, recovering lig-

uidity measures—which are small, positive-valued quantities—from noisy transaction data
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is challenging. For highly liquid assets, using high-frequency transactions data is probably
the only reasonable way for estimation of accurate liquidity measures; see Chordia, Sarkar,
and Subrahmanyam (2005) and Mancini, Ranaldo, and Wrampelmeyer (2013). If one must
use a low-frequency measure, then as we show in this study, for less liquid assets the consis-
tent version of Corwin and Schultz (2012) performs better than other competing measures,
provided that one uses a fairly long window of data (at least one year) for constructing the

measure.
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Table 4: Daily summary statistics for the S&P 1500 data. The table reports averages over
stock-days in the sample. The quoted spread, effective spread, and realized volatility were
winsorized at the 99.9% level prior to calculating the means. The daily realized volatility
is based on 5-minute intraday mid-quote returns and close-open mid-quote returns. The
sample period is from October 2003 to December 2017.

DJIA30 S&P500  S&P400  S&P600  S&P1500

(very large)  (large) (mid) (small) (all)
# Trades 51,070 16,691 5,959 2,132 8,606
Volume ($mn) 609.8 150.3 30.12 8.632 71.03
Quoted spread (bps) 2.920 5.617 11.01 29.17 16.35
Effective spread (bps) 4.292 6.069 9.065 19.98 12.36
Realized vol (bps) 142.3 183.5 206.2 254.6 217.1
Signal-to-noise 0.034 0.037 0.050 0.085 0.059

Table 5: Daily summary statistics for the foreign exchange rates. The table reports averages
over stock-days in the sample. The daily realized volatility is based on 5-minute mid-quotes.
The sample period is January 2008 to December 2015.

EUR/USD EUR/CHF EUR/JPY USD/JPY USD/CHF

# Trades 39,390 3,635 5,529 21,033 6,241
Volume ($mn) 51,837 4,668 6,084 28,118 7,547
Quoted spread (bps) 1.071 2.579 2.819 1.452 2.722
Effective spread (bps) 0.505 0.721 0.687 0.680 0.826
Realized vol (bps) 66.31 45.24 84.58 66.68 73.55
Signal-to-noise 0.008 0.023 0.009 0.011 0.012
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Table 6: Monthly descriptive statistics for S&P 1500 stocks. Panel A reports descriptive
statistics calculated across all stock-months (pooled). Panel B reports cross-sectional av-
erages, and the associated standard deviations in parentheses, of stock-specific time-series
standard deviation and correlation with the TAQ effective spread (ES) and 5-minute real-
ized volatility RV. Panel C reports the time-series averages, and the associated standard
devations in parentheses, of cross-sectional standard deviation and correlation with the TAQ
effective spread and realized volatility. The realized volatility is based on 5-minute mid-
quotes. All variables were winsorized at the 99.9% level prior to calculating the descriptive
statistics. The sample period is October 2003 to December 2017 and the sample size is
241,236 stock-months.

ES RV Ry Hp Hr CSy CSp CSp ARy ARp ARp

A. Pooled

Mean 124 217 90.0 168 107 26.4 76.2 123 583 822 157
10pct 3.68 105 0.00 56.7 54.1 0.00 33.6 576 0.00 33.1 70.2
25pct 539 134 0.00 79.0 73.0 0.00 450 746 0.00 46.1 93.1
Med 8.69 182 355 117 101 154 63.1 102 344 66.6 129
75pct 14.9 257 138 181 135 388 909 144 894 984 186
90pct 246 364 245 289 166 67.9 131 207 152 146 269

RMSE 153 261 104 356 782 132 89.8 88.7 176
B. Cross-sectional averages of time-series moments
Std 5.69 105 121 198 40.1 30.7 38.1 582 715 46.2 80.3
(6.18) (55.1) (51.1) (139) (9.49) (14.3) (21.0) (33.2) (31.5) (24.8) (44.5)
p(ES,-) 043 0.19 019 028 020 045 047 0.19 041 044
(0.28) (0.22) (0.27) (0.23) (0.23) (0.27) (0.27) (0.23) (0.26) (0.28)
p(RV,-) 0.43 032 060 051 0.16 062 070 029 0.65 0.74
(0.28) (0.26) (0.20) (0.19) (0.26) (0.26) (0.25) (0.26) (0.23) (0.21)
C. Time-series averages of cross-sectional moments
Std 11.7 993 111 199 398 30.8 36.3 5H3.7 675 41.8 722
(3.28) (31.4) (46.3) (46.8) (4.60) (11.8) (14.9) (22.9) (28.1) (19.1) (32.4)
p(ES,-) 0.48 020 0.16 030 037 054 050 0.29 047 0.46
(0.10) (0.08) (0.08) (0.10) (0.09) (0.07) (0.07) (0.10) (0.10) (0.09)
p(RV,-) 0.48 0.30 0.55 052 0.24 067 074 033 0.68 0.76
(0.10) (0.08) (0.05) (0.13) (0.08) (0.07) (0.07) (0.08) (0.06) (0.06)
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Table 8: Annual descriptive statistics for S&P 1500 stocks. Panel A reports descriptive
statistics calculated across all stock-years (pooled). Panel B reports cross-sectional aver-
ages, and the associated standard deviations in parentheses, of stock-specific time-series
standard deviation and correlation with the TAQ effective spread (ES) and 5-minute real-
ized volatility RV. Panel C reports the time-series averages, and the associated standard
devations in parentheses, of cross-sectional standard deviation and correlation with the TAQ
effective spread and realized volatility. The realized volatility is based on 5-minute mid-
quotes. All variables were winsorized at the 99.9% level prior to calculating the descriptive
statistics. The sample period is October 2003 to December 2017 and the sample size is
18,239 stock-years.

ES RV Ry Hp Hr CSy CSp CSp ARy ARp ARp

A. Pooled

Mean 121 231  71.8 64.2 60.0 183 759 122 46.0 822 157
10pct 3.83 122 0.00 29.2 288 0.00 406 66.2 0.00 439 84.7
25pct 551 154 0.00 37.6 37.0 445 499 809 0.00 54.2 104
Med 8.72 203 473 51.8 50.3 133 66.1 106 34.2 70.8 136
75pct 149 274 110 757 71.8 253 89.5 143 68.8 97.1 185
90pct 239 372 187 114 104 415 125 198 112 135 256

RMSE 107  65.2 578 16.7 71.8 123 62.1 795 163
B. Cross-sectional averages of time-series moments
Std 3.33 646 634 259 21.8 11.1 214 341 364 243 450
(4.41) (52.2) (43.6) (21.0) (16.5) (8.89) (17.2) (27.2) (27.1) (19.6) (36.2)
p(ES,-) 039 0.16 034 033 027 046 044 020 042 042
(0.49) (0.48) (0.48) (0.48) (0.50) (0.47) (0.48) (0.48) (0.48) (0.48)
p(RV,-) 0.39 030 056 054 021 074 077 023 075 0.77
(0.49) (0.52) (0.49) (0.49) (0.54) (0.43) (0.41) (0.53) (0.42) (0.41)
C. Time-series averages of cross-sectional moments
Std 10,5 84.6 73.1 295 255 174 27.7 427 475 299 554
(1.96) (22.8) (31.4) (14.4) (10.4) (6.24) (8.72) (13.9) (20.9) (11.2) (20.0)
p(ES,-) 0.54 028 048 047 064 0.66 058 047 0.62 0.56
(0.08) (0.08) (0.08) (0.09) (0.06) (0.07) (0.07) (0.07) (0.10) (0.10)
p(RV,-) 0.54 0.24 061 057 035 08 0.89 031 0.87 0.90
(0.08) (0.08) (0.09) (0.11) (0.08) (0.03) (0.04) (0.09) (0.03) (0.03)

44



780 €¢0 6L0 680 %20 &0 I80 S€0 080 F¥FO TFO0 TIFO0 S€0 €20 ¢F0 ¥20 010 800 74

(Lgg) (e€e) (90°2) (v'62) (61€) (90°0) (1°91) (9°1T) (¥8°¢)

760 92°0 700 1%7°0 €z0 00°0 e10 91°0 110 Adg

(¥8'¢) (¢o1) (12°9) (89°6) (6%'L) (8z'8) (1eL) (6¢1) (ro1) (8€1) (911) (¢¢1) (¥ge) (821) (¢19) (02r) (09) (L711)

9¢'0 S6C 190 GLT L6T €I'C S0 9€C 0L0 €41 GOT F0T €80 OI'T 8¢0 621 IFT 681 S
UOTJRTI)SO SUWIT)-URIUL PI[OOJ "))

98°0 T¢0 @80 €20 &0 ¢&I'0 980 @0 €80 S0 %0 S8T0 S0 TI0 @S0 €TI0 €0 S00 4

(e72) (¢ee) (289) (8°61) (g'81) (90°¢) (121) (6'1T) (1°01)

€9°0 ee 0 6T°0 870 8Z°0 70°0 €z0 620 S7°0 Adg

(Le¢) (8L¢) (ov¥) (10¥) (L¥e) (¢6%) (60°2) (66€¢) (0L6) (zew) (901) (652 (9¢1) (LL¥) (66%) (80F%) (16'1) (F9°€)

0L0 G266 €90 26C TLT €C0¢ 190 €0¥F 290 T1LC €80 CSI'T LT'0 08T €€0 ¢Fhe 8¢0 S8ye Sdg
UOTYRUITSO UMM "¢

880 GZ'0 S80 080 820 €20 880 920 L8O F¥E€O0 OF0 8€0 SF0 910 €50 LI'0 030 800 74

(132) (L0g) (L27€) (g'02) (z02) (627) (82T) (00°0T) (€€'9)

790 ze0 ¥1°0 870 8C°0 €00 020 92°0 €e0 Adg

(86'2) (g9¢) (1¢%) (PL¢) (889) (81'9) (12'8) (0¢9) (9¢1) (zoL) (0%1) (601) (¢¢z) (L01) (L62) (08°9) (09¢€) (L89)

7€'0 €9°¢ LP0 €I'T 9LT LFC S€0 ¥8T 8S0 ¥0T L60 <CU'T 8¢0 I€T 80 €9T 690 6¢£c¢ S

(91°1) (g21) (280) (F2r) (991-) (F62) (¢8°1) (8711) (92°1) (021) (¥1°0-) (¢e¢) (10°9) (L0'8) (zz0) (¢6L) (L&) (99F)

¢LS CIT 62C ¥9S ¥¢L- T9T ST9 ¥28 €9¢ €IS 110~ ¥.% ¢O0T T¥%F ¢90 GS¥F LTI~ 8¢F ISuod
UOTRIISO PO[00J Y [oUR]

gy aqy nyy 450 aso NSO g H ny

"S1ROA-009S GEZ QT ST 9zIs oduues o) pue ) 1(g QUL 01 007 10q032() st porrad sjdures oy ], 'S9)RUIIISO [RUOI)IIS-SSOIO )
JO 90URLIRA 9} JO IOJRUII)SA JSOAN-ABMaN O[] SUIST Paje[no[ed d1e ‘sesarjusred ur psjiodar ‘SOTSTIR)S-) ST, "SOJRUIIISS UOISSSIFAT
[RUOI}09S-SSOID TRA-AQ-IR9A JO SOFRIoAR SOLIOS-OUWIl) O} ‘ST JRY) ‘SojRuII)so awij-uroul pajood oyy syroder ) [purq ‘sesoyjusred
ur pajrodar are SO1)STIR)S-) )SNGOI ARRIN-[[0OSLI(] o) ‘S[pued Yo U] ‘[OAS] YD0IS ) e PSuURSUWI-0OP RIJRP UO SUOISSAIFAI ST
porood ‘st ger) ‘sejewiryse uryim syrodel g [purg SojRUIIS9 UOISSOISal G () poood sjproder y [oued -Aouenbolj enuue oY) je
SYD01S 00CT J29S I0J A[IJR[OA POZI[RI NUI-G PUR pralds 9ATI09[e ()Y, U0 saInsesul Aousnbalj-mol Jo SUOISSaISaY :6 9[qR],

45



Table 10: Monthly descriptive statistics for DJIA 30 stocks. Panel A reports descriptive
statistics calculated across all stock-months (pooled). Panel B reports cross-sectional av-
erages, and the associated standard deviations in parentheses, of stock-specific time-series
standard deviation and correlation with the TAQ effective spread (ES) and 5-minute real-
ized volatility RV. Panel C reports the time-series averages, and the associated standard
devations in parentheses, of cross-sectional standard deviation and correlation with the TAQ
effective spread and realized volatility. The realized volatility is based on 5-minute intraday
mid-quotes. The sample period is October 2013 to December 2017 and the sample size is
4,791 stock-months.

ES RV Ry Hrp Hr CSy CSp CSp ARy ARp ARp

A. Pooled

Mean 430 142 569 104 &81.0 158 493 80.8 374 54.8 105
10pct 1.91 &80.6 0.00 41.3 40.1 0.00 254 43.7 0.00 25.1 52.7
25pct 2.40 945 0.00 550 52.6 0.00 32.0 53.1 000 332 672
Med 3.67 118 114 76.1 71.0 105 415 675 253 451 87.3
75pct 548 155 88.5 110 96.6 24.2 552 89.1 59.1 629 116
90pct 737 221 153 174 136 392 76.8 124 91.3 89.5 166

RMSE 104 148 87.7 224 546 927 591 63.7 124
B. Cross-sectional averages of time-series moments
Std 188 734 81.2 91.2 382 189 26.7 423 46.3 32.7 57.8
(0.97) (52.8) (32.1) (49.5) (9.89) (4.93) (14.3) (27.8) (13.8) (18.7) (37.4)
p(ES,-) 0.40 014 026 026 014 036 038 0.14 035 0.37
(0.20) (0.21) (0.22) (0.19) (0.24) (0.26) (0.25) (0.24) (0.20) (0.24)
p(RV,-) 0.40 038 065 059 0.16 070 080 026 0.73 0.83
(0.20) (0.34) (0.20) (0.18) (0.27) (0.23) (0.17) (0.33) (0.21) (0.15)
C. Time-series averages of cross-sectional moments
Std 1.57 451 606 727 29.7 152 16.2 251 368 209 36.8
(0.78) (39.3) (37.5) (63.0) (14.7) (7.78) (11.9) (21.4) (20.3) (15.8) (29.9)
p(ES,-) 0.40 0.07 0.23 020 0.07 032 036 0.08 028 0.33
(0.20) (0.23) (0.23) (0.20) (0.22) (0.23) (0.21) (0.23) (0.22) (0.21)
p(RV,-) 0.40 0.16 0.64 0.53 -0.01 051 0.65 0.16 0.59 0.71
(0.20) (0.28) (0.20) (0.22) (0.26) (0.22) (0.19) (0.28) (0.20) (0.16)
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Table 12: Annual descriptive statistics for DJIA 30 stocks. Panel A reports descriptive
statistics calculated across all stock-years (pooled). Panel B reports cross-sectional aver-
ages, and the associated standard deviations in parentheses, of stock-specific time-series
standard deviation and correlation with the TAQ effective spread (ES) and 5-minute real-
ized volatility RV. Panel C reports the time-series averages, and the associated standard
devations in parentheses, of cross-sectional standard deviation and correlation with the TAQ
effective spread and realized volatility. The realized volatility is based on 5-minute mid-
quotes. All variables were winsorized at the 99.9% level prior to calculating the descriptive
statistics. The sample period is October 2003 to December 2017 and the sample size is 388
stock-years.

ES RV Ry Hp Hr CSy CSp CSp ARy ARp ARp

A. Pooled

Mean 4.32 157 45.0 432 415 11.0 49.8 81.5 32.0 557 107
10pct 1.97 943 0.00 206 205 0.00 31.9 51.2 0.00 345 657
25pct 2.43 110 0.00 26.3 256 3.91 36.1 590 0.00 40.0 76.5
Med 3.90 130 232 344 339 965 43.0 695 30.2 480 91.5
75pct 5.46 170 65.4 48.0 46.6 16.2 53.8 88.7 454 59.6 115
90pct 7.00 239 122 80.8 78.0 22.8 73.0 125 66.8 84.8 159

RMSE 745 48.0 445 109 504 87.1 427 58.1 117
B. Cross-sectional averages of time-series moments
Std 1.60 706 472 219 193 6.68 17.1 30.1 25.7 20.5 40.7
(1.59) (80.4) (27.9) (14.1) (11.0) (3.19) (13.1) (26.8) (16.7) (17.9) (40.4)
p(ES,-) 0.40 0.11 031 031 033 047 043 022 042 040
(0.33) (0.31) (0.37) (0.38) (0.47) (0.33) (0.35) (0.41) (0.35) (0.36)
p(RV,-) 0.40 047 074 073 0.18 084 0.8 022 085 0.85
(0.33) (0.43) (0.28) (0.28) (0.51) (0.31) (0.32) (0.51) (0.30) (0.32)
C. Time-series averages of cross-sectional moments
Std 1.66 496 420 162 146 6.34 109 20.1 256 145 29.7
(1.07) (50.7) (21.9) (9.82) (7.28) (2.86) (8.11) (17.3) (14.4) (11.6) (26.6)
p(ES,-) 049 006 025 023 009 055 053 019 049 0.50
(0.18) (0.22) (0.22) (0.20) (0.19) (0.12) (0.15) (0.22) (0.16) (0.17)
p(RV,-) 0.49 0.11 045 043 -0.15 0.79 0.84 0.07 080 0.85
(0.18) (0.31) (0.18) (0.18) (0.22) (0.09) (0.09) (0.22) (0.11) (0.09)
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Table 14: Monthly descriptive statistics for S&P 600 stocks. Panel A reports descriptive
statistics calculated across all stock-months (pooled). Panel B reports cross-sectional av-
erages, and the associated standard deviations in parentheses, of stock-specific time-series
standard deviation and correlation with the TAQ effective spread (ES) and 5-minute real-
ized volatility RV. Panel C reports the time-series averages, and the associated standard
devations in parentheses, of cross-sectional standard deviation and correlation with the TAQ
effective spread and realized volatility. The realized volatility is based on 5-minute intraday
mid-quotes. The sample period is October 2003 to December 2017 and the sample size is
95,923 stock-months.

ES RV Ry Hrp Hr CSy CSp CSp ARy ARp ARp

A. Pooled

Mean 20.1 255 108 197 119 355 91.3 143 73.7 96.9 182
10pct 822 135 0.00 690 644 0.00 429 720 0.00 406 86.3
25pct 109 167 0.00 95.1 851 0.00 56.8 922 0.00 56.3 113
Med 156 218 53.8 139 114 24.0 777 122 505 80.3 153
75pct 23.4 298 169 212 146 52.7 109 168 114 116 215
90pct 357 414 289 330 175 86.8 153 235 185 169 305

RMSE 173 298 108 428 86.8 146 105 975 195
B. Cross-sectional averages of time-series moments
Std 8.06 110 133 219 40.2 357 405 599 80.6 49.2 835
(8.12) (59.5) (57.8) (161) (10.6) (16.9) (23.3) (35.8) (36.8) (27.7) (48.7)
p(ES,-) 0.39 0.17 0.16 025 020 042 044 0.19 038 040
(0.30) (0.24) (0.28) (0.25) (0.26) (0.30) (0.30) (0.26) (0.29) (0.30)
p(RV,-) 0.39 0.28 057 045 0.15 056 0.65 028 0.60 0.69
(0.30) (0.28) (0.22) (0.21) (0.28) (0.28) (0.26) (0.28) (0.25) (0.23)
C. Time-series averages of cross-sectional moments
Std 149 108 128 226 404 372 403 581 79.0 46.9 79.0
(5.12) (33.0) (48.7) (61.9) (4.52) (13.9) (16.3) (24.2) (31.8) (21.0) (34.8)
p(ES,-) 042 0.16 0.11 023 033 046 0.43 027 042 040
(0.14) (0.09) (0.10) (0.10) (0.10) (0.11) (0.11) (0.11) (0.12) (0.12)
p(RV,-) 0.42 0.27 052 044 020 061 0.69 030 064 0.72
(0.14) (0.10) (0.07) (0.15) (0.10) (0.09) (0.09) (0.10) (0.08) (0.07)
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Table 16: Annual descriptive statistics for S&P 600 stocks. Panel A reports descriptive
statistics calculated across all stock-years (pooled). Panel B reports cross-sectional aver-
ages, and the associated standard deviations in parentheses, of stock-specific time-series
standard deviation and correlation with the TAQ effective spread (ES) and 5-minute real-
ized volatility RV. Panel C reports the time-series averages, and the associated standard
devations in parentheses, of cross-sectional standard deviation and correlation with the TAQ
effective spread and realized volatility. The realized volatility is based on 5-minute mid-
quotes. All variables were winsorized at the 99.9% level prior to calculating the descriptive
statistics. The sample period is October 2003 to December 2017 and the sample size is

7,122 stock-years.

ES RV Ry Hp Hr CSy CSp CSp ARy ARp ARp
A. Pooled
Mean 19.7 267 88.8 753 69.7 269 909 142 63.5 96.7 182
10pct 881 159 0.00 36.1 355 0.81 535 8.1 0.00 555 106
25pct 114 192 0.00 46.2 45.0 10.6 64.1 102 0.00 66.8 128
Med 16.0 242 68.5 61.8 594 222 80.0 126 529 844 161
75pct 23.2 312 139 90.1 83.6 36.7 105 164 93.8 113 211
90pct 344 407 218 130 117 56.1 142 221 142 152 283
RMSE 121 69.5 60.5 20.7 79.5 135 755 86.8 179
B. Cross-sectional averages of time-series moments
Std 460 59.1 64.7 252 209 127 209 321 39.6 23.5 423
(5.91) (53.3) (48.6) (22.3) (17.4) (10.8) (19.4) (29.4) (31.8) (21.6) (38.4)
p(ES,-) 031 015 030 029 030 039 036 023 035 0.33
(0.56) (0.53) (0.54) (0.54) (0.54) (0.54) (0.55) (0.53) (0.55) (0.56)
p(RV,-) 0.31 024 046 044 0.22 067 0.70 0.23 0.67 0.70
(0.56) (0.56) (0.55) (0.55) (0.58) (0.50) (0.47) (0.57) (0.48) (0.46)
C. Time-series averages of cross-sectional moments
Std 12.8 84.1 83.7 322 276 20.7 289 435 553 316 56.5
(3.10) (23.3) (324) (14.5) (10.2) (7.59) (9.98) (15.1) (23.5) (12.5) (21.3)
p(ES,-) 0.47 024 041 040 059 0.58 050 046 0.56 0.49
(0.14) (0.07) (0.08) (0.07) (0.04) (0.12) (0.12) (0.10) (0.15) (0.14)
p(RV,-) 0.47 0.19 051 046 031 084 0.87 030 0.84 0.88
(0.14) (0.09) (0.11) (0.12) (0.08) (0.04) (0.04) (0.11) (0.04) (0.04)
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Table 18: Empirical results for foreign exchange rates. The table reports pooled descriptive
statistics for the monthly low-frequency measures and pooled least squares regressions of the
low-frequency measures on the true spread (E£S) and 5-minute realized volatility (RV') at the
monthly frequency. Driscoll-Kraay standard errors, which are robust to heteroskedasticity,
serial correlation, and cross-sectional dependence are reported in parentheses. The sample
period is January 2008 to December 2015 and the sample size is 480 exchange rate-months.

ES RV Ry Hy, Hyr CSy CSp CSp ARy ARp  ARp
A. Summary statistics
Mean 0.68 70.6 259 46.3 44.8 13.3 29.0 447 13.7 24.2 47.6
10pct 043 342 0.00 155 150 0.00 14.1 200 0.00 7.74 17.7
25pct 0.53 52.7 0.00 278 271 412 19.1 30.1 0.00 14.4 29.6
Med 0.64 68.1 6.61 406 396 12,5 268 41.8 1.19 224 444
75pct 0.81 83.6 446 564 546 18.2 36.3 555 233 31.0 60.3
90pct 1.10 123 952 97.7 885 342 53.6 80.3 49.6 483 93.0
Std 0.22 32.7 34.0 320 31.0 115 13.3 21.5 19.5 14.7 26.7
RMSE 423 557 538 17.0 31.2 489 234 277 53.9
p(ES, ") 0.56 0.29 039 038 034 056 052 031 051 0.51
p(RV,-) 0.56 0.37 0.71 065 016 0.80 0.89 0.31 0.82 0.91
B. Regression on ES
const -480 7.69 892 121 588 996 -4.61 1.05 5.85
(-0.74) (0.87) (1.11) (0.86) (1.59) (1.36) (-1.35) (0.22) (0.57)
BEs 45.2 56.8 52,7 17.8 34.0 51.1 27.0 34.0 61.4
(4.50) (4.06) (4.16) (9.57) (6.02) (4.45) (4.91) (4.36) (3.64)
R? 0.09 0.15 0.14 0.12 0.32 027 0.09 0.26 0.26
C. Regression on ES and RV
const -943 -244 0.09 143 1.70 1.56 -6.37 -4.00 -4.96
(-1.89) (-0.92) (0.03) (1.02) (1.11) (0.84) (-2.09) (-2.90) (-2.61)
BEs 19.1  -0.32 299 19.1 105 3.76 17.1 5.53 0.48
(2.06) (-0.06) (0.53) (7.71) (5.15) (1.31) (3.91) (2.37) (0.20)
Brv 0.32 0.69 0.60 -0.02 0.29 057 012 035 0.74
(5.23) (16.4) (12.0) (-0.66) (8.14) (13.7) (2.56) (13.0) (26.2)
R? 0.15 050 042 0.12 0.66 0.80 0.12 0.67 0.82
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Table 19: Simulation results for the liquidity-adjusted CAPM of Acharya and Pedersen
(2005). Panels A—C report the mean beta estimates obtained in the simulation using dif-
ferent measures of stock and market transaction costs. The column labeled “True” reports
the true betas, the column labeled “s” reports beta estimates when the true effective spread
is used in estimation, and the remaining columns show mean beta estimates when the low-
frequency measures are used for estimation. Panel D reports the mean annualized price of
market risk (A;,). The simulations are based on 10,000 replications.

True s Ry H;, CSy CSp CSp ARy ARp ARp

A. Small 5

b1 0.50 0.50 0.49 051 050 0.50 050 050 0.50 0.50
B x 10* 1.19 1.29 570 534 637 19.8 50.6 17.7 18.2  64.8
B3 x 10 1.19 139 -3.38 528 -1.53 265 817 -1.72 281 10.3
B4 x 10* 1.19 131 -295 320 -145 262 810 -1.58 290 10.2
B. Medium S

b1 1.00 102 101 103 1.02 102 1.01 1.02 1.02 1.01
Ba x 10* 2.38 2.66 117.3 1053 13.1 404 103.5 364 373 1322
B3 x 10 238 291 -759 108.0 -3.26 5.25 16.58 -3.84 5.60 20.8
By x 104 238 290 -7.89 106.3 -3.01 5.24 16.67 -3.68 5.65 21.2
C. Large g

51 1.50 1.50 148 1.52 1.50 1.50 1.49 1.49 1.50 1.49
B x 10% 3.57 396 173.8 146.1 19.5 594 1522 54.0 549 194.7
B3 x 104 3.57 4.23 -104 160.2 -4.65 8.09 250 -524 874 315
By x 10* 3.57 456 -9.98 188.3 -4.14 8.01 243 -464 862 31.5

D. Price of risk
Am (% p.a.) 500 497 011 -458 391 -0.58 -5.01 269 -0.05 -6.21
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Table 20: Simulation results for the three-factor model with aggregate liquidity and volatil-
ity risks. The table reports the mean price of market risk (\,), aggregate liquidity risk
(Xs), and aggregate volatility risk (\,) obtained in the simulation. The prices of risk are
expressed in % per annum. The column labeled “True” reports the true prices of risk, the
column labeled “s” reports the estimated prices of risk when the true effective spread is
used in estimation, and the remaining columns report the mean estimated prices of risk
when the log-frequency measures are used in estimation. Panel A report results based on
daily realized volatility as a proxy for the true volatility, while panel B reports results based
on daily range-based volatility. All results are based on 10,000 replications.

True s Ry Hr CSy CSp CSp ARy ARp ARp

A. Daily realized volatility

Liquidity and volatility risks priced

Am 500 5.02 5.01 5.00 5.01 501 501 501 501 5.01
As  -1.00 -099 359 123 -712 -785 -850 -3.93 -1.13 -4.24
Ao -1.00 -0.93 -1.00 -097 -0.62 -0.34 -0.34 -1.01 -1.06 -1.16
Volatility risk priced

A 500 5.02 5.01 501 501 501 501 501 501 5.01
As 0.00 0.02 -23.1 -354 254 -222 -460 -9.74 -6.86 -1.53
Ao -1.00 -096 -0.92 -0.85 -1.14 -1.03 -1.23 -0.85 -0.82 -1.09
Liquidity risk priced

A 500 5.02 5.01 5.00 501 501 501 501 501 5.01
As  -1.00 -0.99 204 942 -11.1 -7.12 -4.18 0.81 529 1.36
A 000 0.10 -0.03 -0.02 065 101 111 -0.09 -0.18 -0.17

B. Daily realized range

Liquidity and volatility risks priced

A 500 5.02 5.01 5.00 501 501 501 501 501 5.01
As  -1.00 -099 365 0.79 -850 -7.11 -829 -3.76 -0.73 -3.46
A -1.00 -091 -097 -092 -0.34 -0.85 -0.83 -097 -0.95 -0.95
Volatility risk priced

Am 500 5.02 5.01 5.01 501 501 501 501 501 5.01
As 0.00 0.02 -23.0 -4.71 -460 256 -1.61 -9.74 -7.20 -0.13
A -1.00 -091 -090 -0.84 -1.23 -094 -0.89 -0.84 -091 -0.78
Liquidity risk priced

Am 500 5.02 5.01 5.00 501 501 501 501 501 5.01
As  -1.00 -099 204 9.18 -4.18 -11.1 -811 0.99 593 1.46
A, 000 0.0r -0.04 0.01 111 0.16 0.17 -0.0r 0.00 -0.07
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Figure 1: Expectations of the low-frequency measures. The figure shows E(Ry), E(Hr),
and E(Hp) as a function of volatility (left panel) and true spread (right panel) when T = 21.
The expectations are approximated by simulation with 10,000 replications.
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Figure 2: Expectations of the low-frequency measures. The figure shows E(CSys), E(CSp),
and E(C'Sp) as a function of volatility (left panel) and spread (right panel) when 7' = 21.
The expectations are approximated by simulation with 10,000 replications.
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Figure 3: Expectations of the low-frequency measures. The figure shows E(ARys), E(ARp),
and E(ARp) as a function of volatility (left panel) and spread (right panel) when 7' = 21.The
expectations are approximated by simulation with 10,000 replications.
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A Simulation results with p = 0.75

In this section, we report simulations results with the correlation between the effective
spread and volatility set equal to 0.75 rather than 0.5 as in our baseline results reported in
Tables 3, 19, and 20. The results are reported in Tables 21, 22, and 23.
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Table 22: Simulation results for the liquidity-adjusted CAPM of Acharya and Pedersen
(2005). Panels A—C report the mean beta estimates obtained in the simulation using dif-
ferent measures of stock and market transaction costs. The column labeled “True” reports
the true betas, the column labeled “s” reports beta estimates when the true effective spread
is used in estimation, and the remaining columns show mean beta estimates when the low-
frequency measures are used for estimation. Panel D reports the mean annualized price of
market risk (A;,). The simulations are based on 10,000 replications.

True s Ry H;, CSy CSp CSp ARy ARp ARp

A. Small g

b1 0.50 0.50 0.49 051 050 0.50 050 050 0.50 0.50
Ba x 10* 1.19 1.26 574 53.6 6.61 20.6  52.2 17.8 18.4  65.3
B3 x 10 1.19 131 -2.06 535 -1.38 3.10 890 -1.24 3.15 11.1
By x 10 1.19 1.34 -253 329 -138 3.13 885 -147 3.04 11.2
B. Medium S

b1 1.00 102 1.01 103 1.02 1.02 101 102 1.02 1.02
Ba x 10* 238 2.60 118.1 1055 13.6 42.16 106.5 36.6 37.6 1334
B3 x 10 238 2.75 -473 109.1 -2.89 6.19 1798 -2.64 6.33 224
B4 x 10 2.38 291 -4.48 1084 -2.58 6.70 18.9 -244 6.60 23.1
C. Large g

51 1.50 1.50 148 1.52 1.50 1.50 1.49 1.49 1.50 1.49
Ba x 10* 3.57 3.87 175.0 146.2 20.2 62.1 156.7 54.3 55.4  196.2
B3 x 104 3.57 417 -814 1614 -450 9.25 270 -4.56 9.27 333
By x 104 3.57 3.68 -5.78 189.5 -428 9.34 269 -3.25 9.71 33.1

D. Price of risk
Am (% p.a.) 500 5.02 017 -4.53 4.02 -0.50 -4.93 277 000 -6.17
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Table 23: Simulation results for the three-factor model with aggregate liquidity and volatil-
ity risks. The table reports the mean price of market risk (\,), aggregate liquidity risk
(Xs), and aggregate volatility risk (\,) obtained in the simulation. The prices of risk are
expressed in % per annum. The column labeled “True” reports the true prices of risk, the
column labeled “s” reports the estimated prices of risk when the true effective spread is
used in estimation, and the remaining columns report the mean estimated prices of risk
when the log-frequency measures are used in estimation. Panel A report results based on
daily realized volatility as a proxy for the true volatility, while panel B reports results based
on daily range-based volatility. All results are based on 10,000 replications.

True s Ry Hr CSy CSp CSp ARy ARp ARp

A. Daily realized volatility

Liquidity and volatility risks priced

Am 500 497 496 496 496 496 496 496 4.96 4.96
As  -1.00 -1.04 -6.57 -5.62 -4.18 -5.51 -7.28 -5.11 -3.13 -4.45
Ao -1.00 -1.00 -1.09 -1.06 -0.88 -0.80 -0.87 -1.07 -1.09 -1.18
Volatility risk priced

Am 500 497 496 496 496 496 496 4.96 4.96 4.96
As 0.00 -0.03 -25.7 -11.3 4.59 -0.75 -3.38 -9.94 -7.41 -4.16
A -1.00 -1.08 -093 -0.89 -1.28 -1.29 -1.62 -0.85 -0.80 -0.92
Liquidity risk priced

Am 500 497 496 496 496 496 496 496 4.96 4.96
As  -1.00 -1.04 114 465 -980 -5.46 -3.89 0.40 3.60 2.33
A 000 0.0r -0.20 -0.18 043 058 0.72 -0.22 -0.29 -0.36

B. Daily realized range

Liquidity and volatility risks priced

Am 500 497 496 496 496 496 496 4.96 4.96 4.96
As  -1.00 -1.04 -534 -1.75 -7.28 -3.83 -547 -3.57 -2.11 -3.20
A -100 -1.01 -1.07 -1.04 -087 -1.00 -1.00 -1.06 -1.03 -0.97
Volatility risk priced

Am 500 497 496 496 496 496 496 4.96 4.96 4.96
As 0.00 -0.03 -28.8 -15.5 -3.38 4.28 -446 -11.5 -9.99 -13.1
Ao -1.00 -098 -090 -1.00 -1.62 -0.93 -0.77 -0.85 -0.97 -0.96
Liquidity risk priced

Am 500 497 496 496 496 496 496 4.96 4.96 4.96
As  -1.00 -1.04 162 147 -3.89 -9.12 -2.69 439 7.50 11.5
A 000 -0.04 -0.21 -0.06 0.72 -0.05 -0.18 -0.22 -0.08 0.01
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B Equity results with 30-minute realized volatility

In this section, we re-run our monthly regressions of low-frequency measures on the TAQ
effective spreads and realized volatility, calculating RV from 30-minute intraday returns
rather than 5-minute returns used for our baseline results reported in Tables 7, 11, and
15. As can be clearly seen from the following tables, the results with 30-minute RV are
remarkably similar to those with 5-minute RV for all stocks in our sample (Table 24) as
well as for the very large caps (Table 25) and small caps (Table 26).
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C FXresults with alternative high-frequency effective spread
proxies

As mentioned in Section 4.2.1, we do not observe continuous quotes for our foreign exchange
rates but only 100—millisecond snapshots. Thus, transaction prices cannot be directly com-
pared to prevailing mid-quotes but only to the most recently observable mid-quotes. Ad-
ditionally, the latencies associated with trading in three distant geographical locations—
London, New York, and Tokyo—can give rise to measurement error in trade time stamps.
As a result, the volume-weighted effective spread calculated for day t according to

1
ES; = <——— Z Uz‘,th‘,t(Pz‘,t - mi,t)/mz‘,t (33)

Zi Vit =

2

can potentially over— or underestimate the true spread depending on how the mid-quote
moves between the last snaphot and the time of the transaction; in principle, ¢; +(pit —miz)
can even turn negative. For robustness, we therefore consider two alternative ways of
calculating the effective spread from the EBS data, where we impose the restriction that
the effective spread cannot be negative for any transaction:

_ 1

ESt==— > wvigmax{qii(pis — mis), 0}/mis, (34)
i Vit i

— 1

ES; = JMit. (35)

g Vit |pi,t — Mg
> i Vit &
1

Note that the latter definition is also used to calculate the TAQ effectives spreads for
U.S. equities. We then repeat the analysis with these spreads in place of ES;. In Table
27 we report some summary statistics for the alternative EBS spreads, and in Table 28 we
report the regression results analogous to those reported in Table 18.

Table 27: Descriptive statistics for alternative measures of effective spread for FX rates.
The mean, median, standard deviation, and percentiles are expressed in basis points. The
sample period is 2008—-2015.

Mean 10pct 25pct Med 75pct  90pct  Std  p(-, RV) p(-,@) p(-,/E\§)

ES 068 043 053 0.64 0.81 1.10 0.22 0.56 0.97 0.91
ES 08 052 066 082 1.03 137 0.28 0.64 0.99

ES 104 063 079 098 124 163 034 0.67
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Table 28: Empirical results for foreign exchange rates with alternative EBS effective spread
proxies. The table reports pooled least squares regressions of the low-frequency measures on
the EBS effective spread (ES or ES ) and 5-minute realized volatility (RV') at the monthly
frequency. Driscoll-Kraay standard errors, which are robust to heteroskedasticity, serial
correlation, and cross-sectional dependence are reported in parentheses. The sample period
is January 2008 to December 2015 and the sample size is 479 exchange rate-months.

Ry Hi, Hr CSy CSp CSp ARy ARp  ARp

A.1. Regression on ES
const -4.95 1.30 4.18 1.31 313 433 -4.33 -1.62 -0.19
(-0.79) (0.16) (0.56) (0.92) (1.01) (0.67) (-1.35) (-0.39) (-0.02)

Bps 360 531 474 140 30.2 47.0 21.0 30.1 55.7
(4.66) (4.94) (5.08) (8.51) (8.11) (5.82) (5.00) (5.50) (4.46)

R? 0.09 019 018 011 039 036 0.09 0.32 0.33

A.2. Regression on ES and RV
const -6.81 -2.52 0.70 1.50 1.58 1.12 -5.01 -3.57 -4.40
(-1.36) (-0.88) (0.21) (1.11) (1.07) (0.62) (-1.77) (-2.63) (-2.33)

Bps 111 198 081 164 935 419 120 3.90 -0.75
(1.38)  (0.34) (0.15) (8.15) (5.65) (1.69) (3.27) (2.08) (-0.41)

Brv 0.33 0.68 0.62 -0.03 0.27 057 0.12 0.35 0.75
(4.98) (12.9) (10.9) (-1.39) (7.73) (12.9) (2.37) (12.5) (26.7)

R? 0.14 044 043 012 066 080 0.11 0.67 0.82

B.1. Regression on ES
const -294 1.09 395 220 3.17 353 -292 -1.54 -0.74
(-0.49) (0.15) (0.59) (1.59) (1.22) (0.63) (-0.98) (-0.43) (-0.09)

Bps 278 442 395 107 249 397 161 248 46.6
(4.54) (5.45) (5.63) (7.67) (9.68 (6.84) (4.77) (6.25) (4.98)

R? 0.08 020 019 010 041 040 0.08 0.34 0.36

B.2. Regression on ES and RV
const -449 -194 119 235 196 1.04 -3.50 -3.09 -4.07
(-0.94) (-0.68) (0.37) (1.82) (1.31) (0.58) (-1.31) (-2.25) (-2.15)

Bps 553  0.67 -021 129 757 387 781 255 -1.29
(0.83) (0.13) (-0.05) (7.57) (5.66) (1.91) (2.54) (1.66) (-0.87)

Bry 035 0.68 0.62 -0.03 027 056 013 035 0.75
(5.07) (12.4) (10.6) (-1.46) (7.65) (12.7) (2.47) (12.4) (27.3)

R? 0.14 044 043 0.11 0.66 080 0.11 0.67 0.82
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