Bias in Local Projections

Edward P. Herbst and Benjamin K. Johannsen

2020-010

Please cite this paper as:

NOTE: Staff working papers in the Finance and Economics Discussion Series (FEDS) are preliminary materials circulated to stimulate discussion and critical comment. The analysis and conclusions set forth are those of the authors and do not indicate concurrence by other members of the research staff or the Board of Governors. References in publications to the Finance and Economics Discussion Series (other than acknowledgement) should be cleared with the author(s) to protect the tentative character of these papers.
Bias in Local Projections

Edward P. Herbst and Benjamin K. Johannsen

January 13, 2020

Abstract

Local projections (LPs) are a popular tool in applied macroeconomic research. We survey the related literature and find that LPs are often used with very small samples in the time dimension. With small sample sizes, given the high degree of persistence in most macroeconomic data, impulse responses estimated by LPs can be severely biased. This is true even if the right-hand-side variable in the LP is iid, or if the data set includes a large cross-section (i.e., panel data). We derive a simple expression to elucidate the source of the bias. Our expression highlights the interdependence between coefficients of LPs at different horizons. As a byproduct, we propose a way to bias-correct LPs. Using U.S. macroeconomic data and identified monetary policy shocks, we demonstrate that the bias correction can be large.

1 Introduction

We show that if a time series is persistent—as is generally the case when researchers are interested in impulse responses—then estimators of impulse responses by local projections (LPs) can be severely biased in sample sizes commonly found in the empirical macroeconomics literature.

Starting with Jorda (2005), LPs have been used by researchers as an alternative to other time series methods, such as vector autoregressions (VARs). We survey the literature and
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find that, over the past 15 years, LPs have been applied in a variety of settings that are notably different than the setting studied in Jorda (2005). In particular, we find that sample sizes in the time dimension are typically much smaller than the sample sizes studied in Jorda (2005) and that LPs have become increasingly prevalent when researchers have a cross section of data (panel data). Additionally, researchers often approach LPs with identified structural shocks in hand, rather than identifying those shocks as a part of the estimation.

Using Monte Carlo analysis, we demonstrate that the magnitude of the bias in LPs can be large when sample sizes in the time dimension are similar to those typically found in the empirical macroeconomics literature. Our Monte Carlo simulations use simple, linear data generating processes. While researchers may be drawn to LPs because they invoke fewer parametric restrictions than other methods, an important benchmark for a flexible methodology for estimating impulse responses is that it performs well in simple scenarios. Notably, we show that the bias in LPs persists even when the shock on the right-hand-side of the regressions in our Monte Carlo analysis is iid, as is often the case when researchers have access to a time series of identified structural shocks.

We analyze the small-sample bias in LPs using a Taylor-series expansion of the LP estimator. We show that the bias of the LP estimator at horizon $h$ is function—specifically, a weighted average—of the entire (population) impulse response function. As a result, if LP estimators across horizons have the same sign (as is the case for hump-shaped impulse responses), then the least-squares estimators are biased toward zero at every horizon. Additionally, our expansion highlights that the small-sample estimates from LPs are not “local” because the small sample biases of those estimates depend on the true impulse responses at all horizons.

We use our Taylor-series expansion to develop a bias-corrected estimator for LPs. In Monte Carlo simulations, our bias-corrected estimator is able to adjust LPs toward their true value, but not completely. These results imply that researchers may prefer methods, such as VARs, that estimate the same impulse responses as LPs (see Plagborg-Møller and Wolf (2019)) and have well-understood, effective methods for bias correction (see Kilian (1998)).

We also analyze LPs applied to panel data or with instrumental variables and show that the bias we document is also found in these settings. Additionally, we give examples where increasing the number of entities in panel data has absolutely no effect on the small sample
bias of the LP estimator.

Our paper is related to work by Kilian and Kim (2011), who study the coverage probabilities for confidence intervals for LP estimators. Their work focuses on the case when shocks are identified as a part of the LP estimation. Our paper considers the case when a time series of identified shocks is available to the researcher, so right-hand-side variables are iid. Our Taylor-series approximation illustrates reasons that the LP estimator is biased, and we extend the analysis to panel data and instrumental variables settings. Additionally, we shed light on why the bootstrap used in Kilian and Kim (2011) performs poorly for the purposes of bias correcting LPs. More generally, our paper is related to work on bias in least-squares estimators of autocorrelation (such as Kendall (1954) and Shaman and Stine (1988)) and in dynamic panel data settings (such as Nickell (1981)). We extend this work to the LP setting.

Finally, in this paper we focus solely on point estimation, with the goal of documenting and understanding parameter bias in LPs. Of course, proper inference requires also characterizing the uncertainty around point estimators. In the interest of clarity, we omit this important issue. It is worth mentioning, however, that biased parameter estimates will typically be associated with biased estimates of standard errors, even using heteroskedasticity-and autocorrelation-consistent (HAC) corrections.

2 Some evidence on the use of LPs

To get a sense of how LPs are used in the literature, we examine the 100 “most relevant” papers citing Jorda (2005) on Google Scholar. Google scholar’s relevance ranking weights the text of the document, the authors, the source of the publication, and the number of citations. Of these 100 papers, 71 employed LPs in an empirical project (rather than merely citing but not applying LP). The focus of this paper is parameter bias associated with short time series, so for each of the studies we recorded the length of the time series, $T$, in the main LP in each of these papers. About two-thirds of the papers surveyed employed panel data. As mentioned in the introduction and discussed later, with entity-specific fixed effects, the time dimension is still the relevant component of the sample size for determining the LP.

---

1We conducted this search in October 2019. See Appendix C for the list of citations.

2If a paper appeared as both a working paper and a published paper, we excluded the working paper version from our analysis.
bias. Because many of the panel data sets are unbalanced, constructing a single summary $T$ is challenging. For unbalanced panels, we summarize the size of the time dimension using the mean $T$ across entities, when readily available, or using the largest value of $T$ across entities. In general, our assessment of $T$ is extremely conservative in the sense that it overestimates the time series dimension of the data for many of the LP applications. It is not unusual, for example, to see unbalanced panels that have an average $T$ that is less than half of the time-series dimension of the entire panel, or to see robustness exercises that use a small fraction of the data series. In these cases, we use the entire time series dimension of the panel, which biases our estimates of $T$ up.

![Figure 1: $T$ is small in the literature using LPs.](image)

Figure 1 displays a histogram of the sample of 71 $T$s collected in our literature review. The median $T$ (the red dash dotted line) is around 95. These sample sizes are notably less than those typically used in empirical macroeconometrics papers, as most of the papers surveyed here use the increasingly popular strategy of using observed shocks, such as the monetary policy shocks of Romer and Romer (2004), rather than identified shocks from a VAR, as in Jorda (2005). Constructing these observed shocks is often difficult and costly, and so the time series typically have short length.

The application of LPs to such short time series does not seem to have been anticipated in the early literature on LPs. In fact, the Monte Carlo study in Jorda (2005) used $T = 300$
and \( T = 496 \) (the orange, dashed lines in Figure 1). Less than 6 percent of the surveyed studies use sample sizes at least that large. Of course, it is difficult to fault Jorda (2005) for not anticipating how researchers would subsequently apply LP methods. While many studies in our survey use monthly or quarterly data, Jorda (2005) used monthly data. In general, increasing \( T \) by using monthly data rather than quarterly or annual data will not avoid the issue of small-sample bias in LPs because the monthly series are likely to be more persistent. In our simulation study, we show that the bias in LPs is more-severe when the data are more persistent.

3 Bias in LPs

In this section, we demonstrate that LPs can be severely biased with sample sizes that are similar to those documented in Section 2. We explore this bias using both Monte Carlo evidence and a new analytic approximation of the bias. The analytic approximation yields insights into the bias associated with LPs at different horizons, and suggests a (partial) correction of the bias.

3.1 Bias in LPs using two examples

To demonstrate that LPs can be severely biased in small samples, we first consider two simple time series models: an AR(1)—the natural benchmark—and an AR(2) that can capture hump-shaped dynamics commonly found in macroeconomics. In the context of these examples, our objective is to study the accuracy of estimated impulse responses via LPs for various sample sizes. We start with a Monte Carlo study. For a given \( T \), we simulate \( N_{mc} = 10,000 \) time series, \( \{y_t\}_{t=1}^T \), for each of two data generating processes:

\[
y_t = \rho y_{t-1} + \epsilon_t + \nu_t \quad \text{and} \quad y_t = (\rho + \psi) y_{t-1} - \psi \rho y_{t-2} + \epsilon_t + \nu_t.
\]

Here, \( \epsilon_t \) and \( \nu_t \sim iid \, N(0,1) \). In these Monte Carlo simulations, to be consistent with the high persistence of macroeconomic data, we set \( \rho = 0.99 \). We set \( \psi = 0.4 \) to ensure a hump-shaped impulse response.\(^3\) We use these simple linear time series models because LPs

\(^3\)In our Appendix, we provide results for alternative values of \( \rho \). In each simulation, we initialize \( y_0 \) at a draw from the unconditional distribution of \( y_t \).
were designed to capture the dynamics of a wide range of data generating processes and one would hope that they would perform well in the simplest examples.

We assume that the researcher does not know the true data generating process, but is otherwise in a near-ideal setting for estimating the impulse response function of $y_t$ using LP. The researcher observes $\{y_t, \epsilon_t\}_{t=1}^T$; that is, the researcher directly observes the shock $\epsilon_t$ which is independent over time and uncorrelated with past values of $y_t$. In addition, the researcher may like to control for other variables, denoted by the vector $c_t$. When we include such controls, we assume $c_t = y_{t-1}$ in the AR(1) case, and $c_t = [y_{t-1}, y_{t-2}]'$ in the AR(2) case. We stress that our regressions with controls are ideal in the sense that no useful additional information from earlier periods could be added to the regressors and we include the correct number of lags of $y_t$ as controls.

The LP model is the set of regression models, indexed by the impulse response horizon $h$,

$$y_{t+h} = \alpha_h + \beta_h' x_t + u_{t,h}, \quad h = 0, \ldots, H.$$  

(3)

where $x_t \equiv [\epsilon_t, d_t]'$. Thus, the first elements of the coefficient vectors $\{\beta_h\}_{h=0}^H$ trace out the impulse response of interest. We denote the $H + 1$ vector describing the impulse response by $\theta$ with elements $\theta_h$ for $h = 0, \ldots, H$. As in the empirical macroeconomics literature, we estimate each $\beta_h$ using least squares. We denote the estimator of the $\beta_h$ by $\hat{\beta}_{h,LS}$ and the estimator of the impulse response by $\hat{\theta}_{LS}$.

Using Monte Carlo simulations, we can compute, for any $T$, the finite sample expectation of the least-squares estimator, $E[\hat{\theta}_{LS}]$. Figure 2 displays the expectation for the LP estimators with and without controls for the AR(1) data generating process with $T \in \{50, 100, 200\}$. Recall that about half of the surveyed literature uses $T$ less than 100. When controls are not included in the LP (the left panel), the estimator is biased even at short horizons. This is true even for moderately long time series—i.e., $T = 200$. As the horizon of the impulse response increases, the bias becomes worse. When $y_{t-1}$ is included as a control (the right panel), the bias diminishes substantially at short horizons. Intuitively, adding controls makes the least-squares error terms less correlated at short horizons. However, even for the impulse response only 10 periods ahead (2.5 years with quarterly data), the controls alleviate only a small fraction of the bias. The reason that controls are less effective at reducing the bias as $h$ increases is that they are less effective at forecasting $y_{t+h}$. Note also that, at these longer

\footnote{When we do not include controls, $x_t = \epsilon_t$.}
horizons, the overlapping nature of the left-hand-side variables in the LP implies that the error terms are autocorrelated.\footnote{Following Jorda (2005), for each regression of horizon $h$, researchers typically use all available data, meaning that the regression error term is autocorrelated for at least $h - 1$ periods. With autocorrelated regression error terms, the generalized least-squares estimator asymptotically performs better than the ordinary least-squares estimator. However, researchers typically use the ordinary least-squares estimator because of the small-sample shortcomings of the feasible generalized least-squares estimator. That said, recent work by Lusompa (2019) suggests that well-behaved small sample GLS estimators may be obtained for LPs.}

Figure 3 displays $E[\hat{\theta}_{LS}]$ for the AR(2) model. The takeaways are similar to the AR(1) case. With no controls, LPs are severely biased even at short horizons. When controls are added, the bias diminishes are short horizons, but by $h = 10$ it is again severe.

### 3.2 Understanding bias in LPs

In this subsection we derive an analytic approximation to the bias of the least-squares estimators, $\hat{\theta}_{LS}$, given by $E[\hat{\theta}_{LS}] - \theta$. This expression is, to the best of our knowledge, new to the literature, and highlights the interdependence of the bias in LPs at different horizons.

In order to illustrate the point clearly (and to avoid tedious matrix algebra), we focus on LPs without controls. Our analytic approximation is easily generalizable to the case when controls are included in the LP, and the intuition for the bias is unchanged (we provide the
Figure 3: LP estimators without controls are biased in empirically-relevant samples when $y_t$ is an AR(2) with $\rho = 0.99$ and $\psi = 0.4$.

associated derivations in our Appendix A). In all of our derivations, we assume that the data we use in the LP are strictly covariance stationary.

Recall that in our illustrative framework, the researcher observes $\{y_t, \epsilon_t\}_{t=1}^T$. For a given $h$, the ordinary least-squares estimator of $\theta_h$ can be written as

$$\hat{\theta}_{h,LS} = \frac{1}{T-h} \sum_{t=1}^{T-h} \epsilon_t y_{t+h} - \frac{1}{(T-h)^2} \left( \sum_{t=1}^{T-h} \epsilon_t \right) \left( \sum_{t=1}^{T-h} y_{t+h} \right) = \frac{\hat{\text{cov}}[\epsilon_t, y_{t+h}]}{\hat{\text{var}}[\epsilon_t]}.$$  \hspace{1cm} (4)

Here, $\hat{\text{cov}}$ and $\hat{\text{var}}$ are the sample covariance and variance, respectively.\(^6\) Equation (4) makes it clear that $\theta_h$ in population is the scaled covariance between $y_{t+h}$ and $\epsilon_t$.

To derive an expression for the approximate bias of $\hat{\theta}_{h,LS}$, we need to compute $E[\hat{\theta}_{h,LS}]$. To do so, we take the expectation of a Taylor-series expansion of (4) around $E[\hat{\text{cov}}[\epsilon_t, y_{t+h}]]$ and $E[\hat{\text{var}}[\epsilon_t]]$ to yield

$$E[\hat{\theta}_{h,LS}] \approx \frac{E[\hat{\text{cov}}[\epsilon_t, y_{t+h}]]}{E[\hat{\text{var}}[\epsilon_t]]}. \hspace{1cm} (5)$$

All other terms in the Taylor-series expansion are of order $O(T^{-1})$. Noting that $\theta_{h+j} = \text{cov}[\epsilon_t, y_{t+h+j}]/\text{var}[\epsilon_t]$, we calculate the numerator and denominator of equation (5) directly

\(^6\)Note that, for the variance to be consistent with the least-squares estimator, we use only the $T - h$ observations of $\epsilon_t$. 
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to obtain \(^7\)

\[
E \left[ \hat{\theta}_{h,LS} \right] - \theta_h \approx -\frac{1}{T - h - 1} \sum_{j=1}^{T-h-1} \left( 1 - \frac{j}{T - h} \right) (\theta_{h+j} + \theta_{h-j}). \tag{6}
\]

Equation (6) gives an approximate expression for the bias of \(\hat{\theta}_{h,LS}\) that consists of only the impulse response coefficients at different horizons. Given our maintained assumption that \(\epsilon_t\) is uncorrelated with past values of \(y_t\), \(\theta_{-j} = 0\) for \(j > 0\).

Several remarks regarding equation (6) are in order. First, as expected, the bias is a decreasing function of \(T\); for fixed \(h\), the least-squares estimator is asymptotically unbiased. Second, the bias of \(\hat{\theta}_{h,LS}\) is a function of the impulse response \(all\) other horizons. Intuitively, the data generating process affects the bias of OLS estimators at similar horizons in similar ways. The interdependence of LP estimates across \(h\) highlights that, in finite samples, LPs are not “local.” Third, the contribution of the horizon \(h+j\) impulse response coefficients to the bias in the least-squares estimate of the \(h\) impulse response coefficient decreases only at linear rate as \(j\) increases or decreases. In practice, this means that the bias in the portion of the impulse response of interest—typically, say, the first 20 periods in quarterly macroeconomic applications—can be meaningfully affected by the impulse response at much longer horizons. This is especially true for extremely persistent time series (like many macroeconomic series).

The derivation of our expression for the bias of \(\hat{\theta}_{h,LS}\) is similar to the derivation in Kendall (1954) for the well-known bias of estimators of autocorrelation—see also Shaman and Stine (1988). However, our approximation ignores some terms of the Taylor-series expansion that are of order \(O(T^{-1})\), while the conventional approximation omits \(O(T^{-2})\) terms. These \(O(T^{-1})\) terms involve the variance and covariance between the numerator and denominator of (4). In principle, we could derive these terms and include them in our expression for the approximate bias of \(\hat{\theta}_{LS}\). In practice, equation (6) performs well without these additional terms.

\(^7\)The expectation of the numerator of (5) is given by

\[
E[\hat{\text{cov}}[y_{t+h}, \epsilon_t]] = \left( 1 - \frac{1}{T - h} \right) \text{cov}[y_{t+h}, \epsilon_t] - \frac{1}{T - h} \sum_{j=1}^{T-h-1} \left( 1 - \frac{j}{T - h} \right) (\text{cov}[y_{t+h+j}, \epsilon_t] + \text{cov}[y_{t+h-j}, \epsilon_t]).
\]

Here, cov is the true covariance. The expectation of the denominator of of (5) is

\[
E[\hat{\text{var}}[\epsilon_t]] = \left( 1 - \frac{1}{T - h} \right) \text{var}[\epsilon_t].
\]

Here, var is the true variance.
Figure 4: The first-order approximation is accurate in our LPs.

Figure 4 shows $E\left[\hat{\theta}_{LS}\right]$ calculated using the first-order approximation in equation (5), assuming that the true values of $\theta_h$ are known. The figure also shows the exact finite sample value from Monte Carlo simulations. Notably, the approximation works quite well in population. For the no-controls case, the analytic approximation is nearly exact for $T \in \{50, 100, 200\}$. With controls, the analytic approximation to the impulse response is somewhat above the true finite-sample expectation, though it still captures most of the bias associated with the least-squares estimator.

### 3.3 A bias-corrected estimator

To derive a bias-corrected estimator of $\theta_h$, we write the system of equations implied by (6) as

$$E\left[\hat{\theta}_{LS}\right] = \theta - M_{T,H}\theta,$$

where

$$M_{T,H} \equiv \begin{bmatrix}
0 & (1 - \frac{1}{T}) \frac{1}{T-1} & (1 - \frac{2}{T}) \frac{1}{T-1} & \ldots & (1 - \frac{H}{T}) \frac{1}{T-1} \\
(1 - \frac{1}{T}) \frac{1}{T-2} & 0 & (1 - \frac{1}{T}) \frac{1}{T-2} & \ldots & (1 - \frac{1}{T-H}) \frac{1}{T-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
(1 - \frac{H}{T-H}) \frac{1}{T-H-1} & (1 - \frac{H-1}{T-H}) \frac{1}{T-H-1} & \ldots & \ldots & 0
\end{bmatrix}.$$  

10
The maximum eigenvalue of $M_{T,H}$ is less than one in modulus for any fixed $T$ and $H < T - 1$. Additionally, for a given $H$, $M_{T,H} \to O$, i.e., an $(H+1) \times (H+1)$ matrix of zeros, as $T \to \infty$, which is a byproduct of the consistency of $\hat{\theta}_{LS}$.

Given $\hat{\theta}_{LS}$, we use (7) to construct our bias-corrected estimator of $\theta$, which we denote $\hat{\theta}_{BC}$, as

$$
\hat{\theta}_{BC} = (I - M_{T,H})^{-1} \hat{\theta}_{LS}.
$$

(9)

$\hat{\theta}_{BC}$ is an easily implementable transformation of the LP estimators regularly reported in the empirical macroeconomics literature.

To implement our estimator, we have to choose a maximum horizon, $H < T - 1$, which limits the horizon of the LPs that we estimate. The choice of $H$ clearly has an influence on our estimator, and $H$ must grow at a slower rate than $T$ in order for the bias correction to be asymptotically consistent. In a particular finite sample, the choice is limited by the length of the time series, rendering the asymptotic growth rate of $H$ unimportant because any $H$ could be consistent with any growth rate. Without theory on how to optimally pick $H$, we set $H$ to 20, 25, and 50 for $T$ equal to 50, 100, and 200, respectively.

Figure 5: $\hat{\beta}_{BC}$ is closer than $\hat{\beta}_{LS}$ to $\beta$, on average, in our LPs without controls when $y_t$ is an AR(1) with $\rho = 0.99$.

Figures 5 and 6 show the average value of $\hat{\theta}_{BC}$ and $\hat{\theta}_{LS}$ over our Monte Carlo simulations when $y_t$ follows an AR(1) and an AR(2), respectively. Clearly, $\hat{\theta}_{BC}$ does not completely correct for the bias in $\hat{\theta}_{LS}$ in either case, indicating that our bias-corrected estimator is not a panacea for bias in LPs. Nevertheless, $\hat{\theta}_{BC}$ is markedly closer than $\hat{\theta}_{LS}$ to $\theta$ on average.
Figure 6: $\hat{\beta}_{BC}$ is closer than $\hat{\beta}_{LS}$ to $\beta$, on average, in our LPs without controls when $y_t$ is an AR(2) with $\rho = 0.99$ and $\psi = 0.4$.

3.4 Understanding why the block bootstrap performs poorly

An alternative approach to achieve bias correction in LPs is through bootstrapping.\(^8\) Bootstrap methods construct approximation to the distribution of an estimator (for example), by resampling observables or the errors from a parametric model. In a time series context, where the dynamic relationship between observables or errors is important to preserve, block bootstrapping techniques—in which the resampling scheme seeks to preserve some of the correlation in the original data set—are typically used, as in Kilian and Kim (2011). We revisit the Monte Carlo simulations in Section 3.1 and attempt to correct for the finite-sample bias in LPs using the block bootstrap.\(^9\) Figure 7 and 8 display the bias correction from the block bootstrap when $y_t$ is an AR(1) and AR(2), respectively.

Similar to results reported by Kilian and Kim (2011), the block bootstrap offers little in the way of LP bias correction. Given equation (6), this result is not surprising. The block bootstrap works by maintaining the autocorrelation structure of the data in LPs within a given block, but by destroying the autocorrelation across blocks. By destroying the autocorrelation across blocks, the block bootstrap destroys some of the autocorrelation information needed to adjust the estimates. As a result, the block bootstrap underestimates the bias in LPs, rendering bias correction based on the block bootstrap relatively ineffective.


\(^9\)We use the same block length as Kilian and Kim (2011).
Figure 7: $\hat{\beta}_{Bootstrap}$ provides little bias correction in our LPs $y_t$ is an AR(1) with $\rho = 0.99$.

4 Bias in LPs with panel data

In this section, we demonstrate that LPs can be severely biased with sample sizes commonly found in the empirical macroeconomic literature even when researchers have access to a large cross-section (i.e. panel data). Of course, parameter bias in dynamic panel data models has been studied since at least Nickell (1981). Here, we illustrate the bias in LPs using the Taylor-series approximation of the ordinarily least-squares estimator that is similar to one in the previous section. As with the univariate case, the bias for an LP at horizon $h$ is linked directly to the entire sequence of LP population coefficients. In all of our derivations, we assume that the data we use in the LP are strictly covariance stationary, and, for algebraic simplicity, we assume that the panel is balanced.
4.1 Bias in LPs with panel data using two examples

To demonstrate that LPs can be severely biased in small samples with panel data, we generate data, \( \{y_{i,t}\}_{t=1}^T \) for each entity \( i = 1, \ldots, I \), using the data generating processes specified in equations (1) and (2). For simplicity, we assume that all the data are independent across entities, but the results generalize to a setting where the data are correlated across entities. We show results for panels containing \( I = 10, 25, \) and \( 50 \) entities. As in the previous section we assume \( \rho = 0.99 \) and \( \psi = 0.4 \).

In the panel settings, the LP model is the set of regression models, indexed by the impulse response horizon \( h \),

\[
y_{i,t+h} = \alpha_{i,h} + \beta_{h} x_{i,t} + u_{i,t,h}, \quad h = 0, \ldots, H.
\]  

(10)  

where \( x_{i,t} \equiv [\epsilon_{i,t}, c_{i,t}'] \). As in the previous section, the first element of the coefficient vectors
Figure 9: LP estimators without controls are biased in empirically-relevant samples when $y_{i,t}$ is an AR(1) with $\rho = 0.99$.

$\{\beta_h\}_{h=0}^H$ trace out the impulse response of interest, which we denote $\{\theta_h\}_{h=1}^H$.

Figure 9 displays the Monte-Carlo mean of LP estimators with and without controls for the AR(1) data generating process, $T = 100$, and different numbers of entities in the panels. Figures 10 displays analogous results for the AR(2) data generating process. As was the case without panel data, for both the AR(1) and the AR(2) specifications, the LP estimates of the impulse responses are severely biased. Notably, the bias is independent of the number of entities in the panel data set (see Nickell (1981)).

As in the non-panel setting, the inclusion of controls is less effective at reducing the bias in LP estimators as $h$ increases. The reason that controls are less effective at reducing the bias as $h$ increases is that they are less effective at forecasting $y_{i,t+h}$. Thus, for large $h$, the bias is similar to the LP estimator without controls. Papers like Acemoglu et al. (2019) have argued that $T$ as small as 40 should make the bias in panel LP estimators relatively small. While the bias documented by Nickell (1981) is small at $h = 1$ when controls are included, that bias can be large at $h = 10$ even when $T$ is relatively large. Thus, our results indicate that LP bias can be very large for moderate values of $h$ and relatively large values of $T$. In general, impulse responses are most of interest at moderate values of $h$. 
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Figure 10: LP estimators without controls are biased in empirically-relevant samples when \( y_{i,t} \) is an AR(2) with \( \rho = 0.99 \) and \( \psi = 0.4 \).

4.2 Understanding bias in LPs with panel data

In this subsection we derive an approximate bias function for the LP estimator in the context of panel data with entity fixed effects. As in the univariate setting, for simplicity we focus on the case without controls so that the LP estimator coincides with the impulse response, given in population by \( \{ \theta_h \}_{h=0}^H \). The case with controls is analogous, though the notation becomes tedious when each panelist uses different controls.

For a given \( h \), the ordinary least-squares estimator of \( \theta_h \) with entity fixed effects is

\[
\hat{\theta}_{h,LS} = \frac{1}{I} \sum_{i=1}^{I} \left[ \frac{1}{T-h} \sum_{t=1}^{T-h} \epsilon_{i,t} y_{i,t+h} - \frac{1}{(T-h)^2} \left( \sum_{t=1}^{T-h} \epsilon_{i,t} \right) \left( \sum_{t=1}^{T-h} y_{i,t+h} \right) \right]
\]

\[
= \frac{1}{I} \sum_{i=1}^{I} \left[ \frac{1}{T-h} \sum_{t=1}^{T-h} \epsilon_{i,t}^2 - \frac{1}{(T-h)^2} \left( \sum_{t=1}^{T-h} \epsilon_{i,t} \right)^2 \right]
\]

\[
= \frac{\hat{\text{cov}}[\epsilon_{i,t}, y_{i,t+h}]}{\hat{\text{var}}[\epsilon_{i,t}]}.
\]

As before, \( \hat{\text{cov}} \) and \( \hat{\text{var}} \) are the sample covariance and variance, respectively.

The expressions we derived for the sample variance and covariance in Section 3.2 are valid for \( \hat{\text{cov}}[\epsilon_{i,t}, y_{i,t+h}] \) and \( \hat{\text{var}}[\epsilon_{i,t}] \). The first-order Taylor series expansion from the previous
section then implies

\[\mathbb{E}\left[\hat{\theta}_{h,LS}\right] - \theta_h \approx -\frac{1}{I} \sum_{i=1}^{I} \frac{1}{T-h-1} \sum_{j=1}^{T-h-1} \left(1 - \frac{j}{T-h}\right) (\theta_{h+j} + \theta_{h-j}) \]

\[\approx -\frac{1}{T-h-1} \sum_{j=1}^{T-h-1} \left(1 - \frac{j}{T-h}\right) (\theta_{h+j} + \theta_{h-j}). \tag{12}\]

Equation (12) is identical to (6), meaning that the expression for the bias in a panel setting is identical to the expression without panel data, which helps explain why the number of entities in the panel has no effect on the bias in our Monte Carlo simulations. As a result, the bias-corrected estimator from the previous section could be applied to panel data setup we analyze here, where \(T\) is used as the number of relevant observations rather than \(I \times T\).

5 Bias in LPs with instrumental variables

A number of recent papers have employed LPs with instrumental variables (see, for example, Jordà et al. (2015), Ramey and Zubairy (2018), and Stock and Watson (2018)). In this section, we demonstrate that LPs with instrumental variables can also be biased with sample sizes commonly found in the empirical macroeconomic literature. As before, we assume that the data we use in the LP are strictly covariance stationary.

The LP model with instrumental variables is the set of regression models, indexed by the impulse response horizon \(h\), given by equation (3). We assume that the researcher has access to a vector of valid instruments \(z_t\) and that \(z_t\) is the same length as \(x_t\). For algebraic simplicity, we assume that \(x_t = \epsilon_t\), \(z_t\) is some other variable that is a valid instrument, and that each variables is independent over time. As before, our results generalize to including additional variables and to allowing for general autocovariance structures.

For a given \(h\), the instrumental-variables estimator of \(\theta_h\) is

\[\hat{\theta}_{h,IV} = \frac{1}{T-h} \sum_{t=1}^{T-h} z_{t+h} \frac{1}{(T-h)^2} \left(\sum_{t=1}^{T-h} z_t\right) \left(\sum_{t=1}^{T-h} y_{t+h}\right) \frac{\text{cov}[z_t, y_{t+h}]}{\text{cov}[z_t, \epsilon_t]} \tag{13}\]

We take the expectation of a Taylor-series expansion of (13) around \(\mathbb{E}[\text{cov}[z_t, y_{t+h}]]\) and \(\mathbb{E}[\text{cov}[z_t, \epsilon_t]]\) to yield

\[\mathbb{E}\left[\hat{\theta}_{h,IV}\right] \approx \frac{\mathbb{E}[\text{cov}[z_t, y_{t+h}]]}{\mathbb{E}[\text{cov}[z_t, \epsilon_t]]}. \tag{14}\]
All other terms in the Taylor-series expansion are of order $O(T^{-1})$. Noting that $\theta_{h+j} = \text{cov}[z_t, y_{t+h+j}]/\text{cov}[z_t, \epsilon_t]$, we calculate the numerator and denominator of (14) directly to obtain

$$
\mathbb{E} \left[ \hat{\theta}_{h,IV} \right] - \theta_h \approx -\frac{1}{T - h - 1} \sum_{j=1}^{T-h-1} \left( 1 - \frac{j}{T-h} \right) (\theta_{h+j} + \theta_{h-j}),
$$

which is identical to equation (6). As a result, the bias of LPs that we analyzed earlier persists in settings with instrumental variables.

### 6 Application to monetary policy shocks

We close our analysis with an empirical illustration of our bias correction using a setup similar to Gorodnichenko and Lee (2019). Using LPs, we estimate the effects of Romer and Romer (2004) monetary policy shocks on output and inflation.\(^\text{10}\) Using quarterly data from 1969:Q1-2008:Q4, we estimate LPs of the form in (3) on real output growth and annualized inflation. We include controls consisting of four lags of real output growth, inflation, the federal funds rate, and the monetary policy innovation.\(^\text{11}\)

The estimated impulse responses of inflation and output to a monetary policy shock are displayed in Figure 11. As in Gorodnichenko and Lee (2019), we cumulate the impulse response of output growth. Figure 11 also shows the bias-corrected estimate of the impulse response. To focus attention on the difference between the two impulse responses in this illustrative example, we omit confidence bands.

The estimated inflation impulse response roughly accords with Gorodnichenko and Lee (2019): A contractionary 100 basis-point monetary policy shock causes inflation to be little changed for the first few periods after the shock and then eventually decline persistently. The bias-corrected impulse response indicates that inflation responds somewhat more to a monetary policy shock than under the conventional estimates. On average, the response of inflation is about 15 basis points lower in the bias-corrected impulse response, a moderate

---

\(^{\text{10}}\)The shock series was extended to 2008 by Coibion et al. (2017).

\(^{\text{11}}\)The LPs here are slightly different from the ones in Gorodnichenko and Lee (2019) in two ways. First, we use $y_{t+h}$ rather than $y_{t+h} - y_{t-1}$. The bias discussed in this paper is still present under the latter formula. Second, we omit TFP innovations because the objective here is not to study relative variance contributions. Taken together, these differences lead to only minor changes in the estimated LPs.
but nontrivial difference. The bias-corrected estimator is lower than the least-squares LP estimator because the estimated impulse response at long horizons is negative, and the bias-correction is a weighted average of the impulse responses at all horizons.

The estimated output impulse response also broadly accords with the results in Gorodnichenko and Lee (2019): a contractionary 100 basis-point monetary policy shock causes the level of output to contract by about 4 percent after two and half years, after which effects of the shock slowly dissipate. Notably, the bias-corrected estimator implies the output decline is nearly 1 percentage point smaller. Essentially, this is because the bias-correction at say, horizon $h = 10$ is influenced by the LP coefficients at later horizons (which are themselves influenced by coefficients at even later horizons, et cetera). The LP coefficients at very long horizons (beyond the horizons show) are positive. The result of these positive values at long horizons is that the negative LP estimates at short horizons are adjusted up.

The bias corrections for both inflation and output were computed using $H = 50$, and by design this choice affects the results. As discussed in Section 3, parameter bias in LPs is a function of all the true LP coefficients, including those beyond the horizons of interest. Even if longer-horizon responses are not of interest in and of themselves, these responses affect the finite sample behavior of the LP estimator at shorter (and presumably more interesting) horizons. While it is true that the longer-horizon responses are, in general, more imprecisely estimated than those at shorter horizons, our Monte Carlo evidence suggests it is beneficial
to use the estimates in bias correction.

7 Conclusion

We have shown that LPs can be severely biased in sample sizes commonly found in the related literature. We derived an approximate bias function that shows that LPs are intimately linked across horizons in small samples. The bias of LPs persists even when researchers have access to a large cross-section (panel data) or when researchers use instrumental variables.

We used our approximate bias function to bias correct LPs. However, in Monte Carlo analysis our bias correction does not completely correct for the bias in LPs, especially when the data are as persistent as most macroeconomic time series of interest. Our results suggest that other time series models with well-understood, effective methods for bias correction (such as VARs) may be better alternatives for estimated impulse responses if researchers have data samples in the time dimension that are similar to those typically found in empirical macroeconomic research. In particular, specifying time series models that are generative for the time series of interest would allow researchers to use likelihood methods.
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A Analytic approximation for bias with controls

In this section, we derive an analytic expression for LP bias in the case with controls. Consider the set of LPs in equation (3), reproduced below.

\[ y_{t+h} = \alpha_h + \beta_h' x_t + u_{t,h}, \quad h = 0, \ldots, H. \]  

(16)

Assume that \( x_t \) is stationary with mean \( \mu_x \) and autocovariances \( \Gamma_{x,j}, j = -\infty, \ldots, \infty \). Denote the cross-autocovariances \( \Gamma_{xy,j}, j = -\infty, \ldots, \infty \). Let \( \tilde{x}_t = [1, x_t']' \). The least-squares estimator of \( \beta_h \) is given by:

\[
\hat{\beta}_{h,LS} = \left( \frac{1}{T-h} \sum_{t=1}^{T-h} \tilde{x}_t \tilde{x}_t' \right)^{-1} \left( \frac{1}{T-h} \sum_{t=1}^{T-h} \tilde{x}_t y_{t+h} \right) - \left( \frac{1}{T-h} \sum_{t=1}^{T-h} x_t x_t' \right)^{-1} \left[ \frac{1}{T-h} \sum_{t=1}^{T-h} x_t y_{t+h} \right] \left( \frac{1}{T-h} \sum_{t=1}^{T-h} y_t \right) = (\hat{\var}[x_t])^{-1} \hat{\cov}[x_t, y_t].
\]

(17)

The second equality follows from the Frisch-Waugh-Lovell theorem and \( \hat{\cov} \) and \( \hat{\var} \) are the sample covariance and variance. Taking a first-order Taylor expansion of (17) around \( \mathbb{E}[\hat{\var}[x_t]] \) and \( \mathbb{E}[\hat{\cov}[x_t, y_t]] \) yields

\[
\mathbb{E} \left[ \hat{\beta}_{h,LS} \right] \approx \mathbb{E} \left[ \hat{\var}[x_t] \right]^{-1} \mathbb{E} \left[ \hat{\cov}[x_t, y_t] \right].
\]

(18)

Consider first \( \mathbb{E} \left[ \hat{\var}[x_t] \right] \). Tedious algebra shows that:

\[
\mathbb{E} \left[ \hat{\var}[x_t] \right] = \frac{1}{T-h} \sum_{t=1}^{T-h} \mathbb{E} \left[ (x_t - \mu_x)(x_t - \mu_x)' \right] + \frac{1}{(T-h)^2} \mathbb{E} \left[ \sum_{t=1}^{T-h} (x_t - \mu_x) \sum_{t=1}^{T-h} (x_t - \mu_x)' \right].
\]

(19)

The first term on the right-hand side of (19) is clearly equal to \( \Gamma_{x,0} \). The second term can obtained through more tedious algebra:

\[
\frac{1}{(T-h)^2} \mathbb{E} \left[ \sum_{t=1}^{T-h} (x_t - \mu_x) \sum_{t=1}^{T-h} (x_t - \mu_x)' \right] = \frac{1}{T-h} \Gamma_{x,0} + \frac{1}{(T-h)^2} \sum_{j=1}^{T-h} (T-h-j) (\Gamma_{x,j} + \Gamma_{x,-j}).
\]

Thus:

\[
\mathbb{E} \left[ \hat{\var}[x_t] \right] = \left( 1 - \frac{1}{T-h} \right) \Gamma_{x,0} - \frac{1}{T-h} \sum_{j=1}^{T-h} \left( 1 - \frac{j}{T-h} \right) (\Gamma_{x,j} + \Gamma_{x,-j}).
\]

(20)
Note that this generalizes the IID case. The covariance term can be similarly obtained as:

\[
\mathbb{E} [\hat{\text{cov}}[x_t, y_t]] = \frac{1}{T-h} \sum_{t=1}^{T-h} \mathbb{E} [(x_t - \mu_x)(y_{t+h} - \mu_y)]
- \frac{1}{(T-h)^2} \mathbb{E} \left[ \sum_{t=1}^{T-h} (x_t - \mu_x) \sum_{t=1}^{T-h} (y_{t+h} - \mu_y) \right].
\] (21)

Clearly the first term on the right-hand side of (21) is equal to \(\Gamma_{xy,h}\). Tedious algebra shows that the second term is equal to:

\[
\frac{1}{(T-h)^2} \mathbb{E} \left[ \sum_{t=1}^{T-h} (x_t - \mu_x) \sum_{t=1}^{T-h} (y_{t+h} - \mu_y) \right]
= \frac{1}{T-h} \Gamma_{xy,h}
+ \frac{1}{(T-h)^2} \sum_{j=1}^{T-h-1} (T - h - j) (\Gamma_{xy,h+j} + \Gamma_{xy,h-j}).
\]

Thus,

\[
\mathbb{E} [\hat{\text{cov}}[x_t, y_t]] = \left(1 - \frac{1}{T-h}\right) \Gamma_{xy,h} - \frac{1}{T-h} \sum_{j=1}^{T-h} \left(1 - \frac{j}{T-h}\right) (\Gamma_{xy,h+j} + \Gamma_{xy,h-j}).
\] (22)

Next, note that:

\[
\mathbb{E} [\hat{\text{var}}[x_t]]^{-1} \mathbb{E} [\hat{\text{cov}}[x_t, y_t]]
= \mathbb{E} [\hat{\text{var}}[x_t]]^{-1} \left( \left(1 - \frac{1}{T-h}\right) \Gamma_{x,0} \right) \left( \left(1 - \frac{1}{T-h}\right) \Gamma_{x,0} \right)^{-1} \mathbb{E} [\hat{\text{cov}}[x_t, y_t]]
= \left[ \left(1 - \frac{1}{T-h}\right) \Gamma_{x,0} \right]^{-1} \mathbb{E} [\hat{\text{var}}[x_t]]^{-1} \left( \left(1 - \frac{1}{T-h}\right) \Gamma_{x,0} \right)^{-1} \mathbb{E} [\hat{\text{cov}}[x_t, y_t]].
\] (23)

For the first term of the right hand side of (23) we have:

\[
\left(1 - \frac{1}{T-h}\right) \Gamma_{x,0}^{-1} \mathbb{E} [\hat{\text{var}}[x_t]]
= I + \frac{1}{T-h - 1} \sum_{j=1}^{T-h} \left(1 - \frac{j}{T-h}\right) \Gamma_{x,0}^{-1} (\Gamma_{x,j} + \Gamma_{x,-j})
= \Psi_h.
\] (24)

The second term is:

\[
\left(1 - \frac{1}{T-h}\right) \Gamma_{x,0}^{-1} \mathbb{E} [\hat{\text{cov}}[x_t, y_t]]
= \beta_h + \frac{1}{T-h - 1} \sum_{j=1}^{T-h-1} \left(1 - \frac{j}{T-h}\right) (\beta_{h+j} + \beta_{h-j}).
\] (25)
Thus, we deduce that:
\[
\mathbb{E} \left[ \hat{\beta}_{h,LS} \right] \approx \Psi_h \left( \beta_h + \frac{1}{T-h-1} \sum_{j=1}^{T-h-1} \left( 1 - \frac{j}{T-h} \right) \left( \beta_{h+j} + \beta_{h-j} \right) \right). \tag{26}
\]

This expression nests the one in (6). In that case, \( \Psi_h = 1 \), because \( \epsilon_t \) is iid. In the controls case, \( \Psi \) is a weighted average of the population regression coefficients associated with the direct forecast of \( x_t \) for horizons \( j = -(T-h), \ldots, (T-h) \).

\section*{B Additional Monte Carlo simulations}

(a) Without Controls

(b) With Controls

Figure B.1: LP estimators without controls are biased in empirically-relevant samples when \( y_t \) is an AR(1) with \( \rho = 0.95 \).
Figure B.2: LP estimators without controls are biased in empirically-relevant samples when $y_t$ is an AR(2) with $\rho = 0.95$ and $\psi = 0.4$.

Figure B.3: LP estimators without controls are biased in empirically-relevant samples when $y_t$ is an AR(1) with $\rho = 0.90$.

C Sources for meta study


Figure B.4: LP estimators without controls are biased in empirically-relevant samples when $y_t$ is an AR(2) with $\rho = 0.90$ and $\psi = 0.4$.


How costly are debt crises?” *Journal of International Money and Finance*, 31, 726–742.


