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1 Introduction

The relation between debt overhang and corporate investment has been a staple of the capital structure literature since Myers (1977) noted that default risk reduces owners’ incentives to invest. Despite its importance as a theoretical mechanism, debt overhang remains poorly understood in part because its effects are hard to identify empirically. Debt overhang may be particularly harmful during times of rapid change as it decreases firms’ capacities and incentives to procure the investments needed to adapt. The management literature has long recognized that investment is particularly important during periods of ‘disruptive innovation’ (Christensen, 2013), but there has been little consideration of how financial frictions create barriers to new investment aimed at adapting to this change. Understanding how firms with varying degrees of leverage adapt is important given that firms’ responses to shocks have a large effect on their long-term growth and productivity (Decker, Haltiwanger, Jarmin and Miranda, 2020).

This paper shows, in the context of the retail property sector, that excessive leverage decreases firms’ income by reducing their ability to adapt to external change caused by new technologies. We focus on this sector because it is economically important, and can be representative of other sectors that are levered and can be affected by rapid technological innovation. Institutional features of this sector also allow for an identification strategy that reduces the likelihood of omitted-variables bias. Over the past twenty years, the rise of e-commerce has changed the economic environment for “brick-and-mortar” retailers, causing celebrated chains to shutter their stores and forcing property owners to find new tenants or change their business model altogether. As shown in Figure 1, this type of technological change has caused falling retail employment and widespread store closures, particularly for non-chain retailers. For
example, the share of retail employees relative to total nonfarm employees fell about 0.7 percentage points between 2015 and 2019, leaving the share of retail employees at the lowest level in at least 20 years. Dubbed the “retail apocalypse” in popular media, the changing economic environment for retailers has affected retail giants and smaller “mom-and-pop” stores alike, with the number of establishments falling for both types as shown in the figure. Retail trade is one of the largest employment sectors in the United States, making a fall in establishment and employment in the sector an important policy issue, especially given concerns that conditions for brick-and-mortar retailers will become even worse in the future.\(^1\) Shopping malls are especially vulnerable to closures, since the departure of an anchor tenant can have spillover effects on other nearby stores (Benmelech, Bergman, Milanez and Mukharlyamov, 2018).\(^2\) While several papers have studied how e-commerce has hurt brick-and-mortar stores, the role of retail property owners’ leverage in amplifying the effects of this type of shock has not been considered.

We use a difference-in-differences strategy to estimate the effects of leverage on the performance of retail properties using data from records of commercial mortgage-backed securities (CMBS) since 2000. We find that greater leverage causes occupancy rates to fall, leading to lower property income and lower retail employment in the surrounding area. The reason is that leverage impedes adaptation when tenants leave; after an anchor tenant closes, it takes properties with more leverage longer to recover. Attracting new tenants requires reinvestment in properties (and potentially new loans), which may not be possible if a property already has high leverage and its

\(^1\)For example, the following articles in the press have noted this trend in recent years: https://www.forbes.com/sites/pamdanziger/2019/04/10/retail-downsizing-will-accelerate-as-75000-stores-will-be-forced-to-close-by-2026/#60b2073e339e; https://observer.com/2017/11/looming-retail-apocalypse-will-raise-unemployment-rates/

\(^2\)This is a concern especially with Department stores facing competition from online retailers. See: https://www.nytimes.com/2020/07/05/business/coronavirus-malls-department-stores-bankruptcy.html
loans are securitized. As a result, leveraged properties have fewer tenants and generate less income. We estimate that a 10 percentage points increase in the loan-to-value (LTV) ratio of the median property causes a 15% lower net operating income and 22% lower retail employment per square foot within 100 meters of the property’s main address. The effect on occupancy (i.e., the square feet occupied by any establishment) is -4.3 percentage points. Finally, we show that leverage causes properties to have fewer large chains and have a different sectoral composition of retail tenants.

Empirical work has found mixed evidence on the effects of debt overhang (Wittr, 2020). There are several reasons that explain this weak relation. First, firms’ debt capacity is affected by investors’ expectations of future profits, making investor expectations an omitted variable in regressions of investment on leverage. Second, debt overhang is most likely to be a problem at high levels of leverage, leading to under-powered tests. Furthermore, the prevalence of flexible debt contracts that allow for renegotiation, limits the potential detrimental effect of leverage on investment (Jorda, Kornejew, Schularick and Taylor, 2022).

Studying the retail property market has several advantages that help us mitigate some of these challenges. First, the availability of property market data and some of the market’s institutional features makes it possible for us to use a new empirical strategy that isolates plausibly-exogenous variation in leverage, eliminating the omitted variables problem that has plagued previous studies of debt overhang. Second, leverage is more prominent in the commercial real estate (CRE) market, thus giving us sufficient statistical power. Third, we focus specifically on the effects of leverage in retail properties with securitized loans, which are more difficult to restructure and can lead to greater effects associated with debt overhang (Black, Krainer and Nichols, 2017, 2020).³ The CRE market has features comparable to those of residen-

³ Although the performance of bank and securitized products appear to be equal at first hand
tial real estate, where significant debt overhang effects have been estimated (Melzer, 2017). For example, CRE borrowers use long duration assets as the main collateral for debt transactions, but CRE properties also generate regular income and require investments as corporations.

We make three main contributions. First, our findings show that financial frictions affect adjustment to technological changes and other external shocks. The existing literature has focused mostly on how frictions matter for firms during financial crises, but our findings show that finance matters for firms’ adaptation even outside of crisis periods whenever reinvestment is required. Second, we use a new identification strategy to study debt overhang. Although debt overhang is central to theories of capital structure, empirical evidence on the effects of corporate debt have been mixed. Our new empirical strategy makes it possible for us to credibly estimate the effects of leverage on firm performance. Third, we provide evidence on the dynamics of the CRE market. At any particular time, the amount of leverage is affected by the history of property price changes, since if property prices are falling, leverage will be higher on average. This creates path dependence in property performance: Falling prices raise leverage, resulting in worse performance when a crisis occurs. Our finding also speaks to another “puzzle” related to retail properties, namely, high vacancy rates even when economic conditions are good. Prior to the COVID-19 crisis, retail vacancy rates remained high even in desirable urban markets.⁴ Our findings show that leverage is one reason this could happen.

Focusing on the empirical design, we use a two-step instrumental variable strategy to estimate the effects of leverage on performance, which has features similar to (Ghent and Valkanov, 2016), once extensions and other renegotiation techniques are added the difference between both types of credit becomes apparent. In complementary tests, we use bank loans to retail property owners to assess whether the type of contract matters for the relation between debt overhang and property performance.⁴ See https://www.theatlantic.com/ideas/archive/2018/10/new-york-retail-vacancy/572911/.
those in Melzer (2017) and Bernstein (2019). In the first stage, we use the CMBS records for retail properties to assess the characteristics of the property, including its leverage, and use an instrument that exploits changes in property prices occurring after mortgages are originated. Conditional on the mortgage origination year, \textit{ex post} price changes affect leverage by changing the value of owners’ equity. The identifying assumption is that, among properties in the same ZIP code, ex ante property characteristics are unrelated to ex post changes in property prices. This assumption is reasonable in the CRE market because mortgages are rolled over every ten years, so the date of mortgage origination is mostly determined by chance rather than any strategic timing by borrowers (Black et al., 2020).

In the second stage, we use this variation in owners’ equity to identify the effects of leverage on employment, occupancy and income among properties located in the same ZIP code at the same time using fixed effects.

Our main results use this strategy to show that leverage substantially reduces occupancy and employment at affected retail outlets relative to other stores in the same ZIP code. To understand why, we decompose the results into two effects: The effects of leverage on properties with almost full occupancy that lose tenants for the first time, and the effect on properties who have already lost tenants. The effects of leverage on occupancy come entirely from properties after their occupancy levels have already fallen from almost full occupancy (i.e., 95%). This implies that debt overhang reduces occupancy on average by prolonging the effects of tenant departures. This can be driven by the property owners’ unwillingness to invest in their properties to attract new tenants due to debt overhang. We present suggestive evidence in this direction, as the negative relation between performance and leverage is more acute close to the

\footnote{We provide direct evidence for the validity of this assumption: In balance tests, we show that controlling for ZIP-code fixed effects, measured ex ante observables are independent of later changes in property prices.}
refinancing date. At this time, the incentives spurred by the debt overhang problem may be more important as the benefits of those investments are smaller for the current owners.

We also conduct additional tests focusing on loans originated and retained by large banks. The effect of debt overhang on property performance should be stronger for securitized loans, which are more difficult to renegotiate or modify compared to bank CRE portfolio loans. We replicate our main tests using information on CRE loans held by banks which are collected for stress testing purposes in the United States. In contrast to our main findings, these additional results show that leverage is not associated with weaker performance for the sample of properties that have loans held by banks, consistent with similar findings in the literature (Jorda et al., 2022).

An important limitation to our empirical design is that we do not observe property owners' investment directly. Finding a new tenant may require both substantial financial investment (to convert a retail space to restaurant, for example, or to subdivide a large space) as well as effort from property owners. Both types of investment might be affected by debt overhang. However, we cannot quantify how much of the poor performance is explained by lower effort versus suboptimal investment.

To shed further light on the mechanisms, we exploit the unexpected closure of chain stores, mostly due to bankruptcies, to investigate the dynamics of store closure. We hand-match chain store closings to data on the properties they are located, which appear in our CMBS dataset. We find that, compared to other properties in the same ZIP code at the same time, properties with more leverage and that lose an anchor

---

6It is a data item we have available through the CMBS records, but coverage is extremely poor.
7Since the ability to borrow new debt is typically limited by strict covenants, new investment would have to come from the property owners themselves.
8Retail chain stores could strategically close stores in areas with weak demand, which could be correlated with the overall performance of the property where it is located. To avoid this problem, we focus on large retail chain bankruptcies that force these businesses to close most or all of their stores (e.g., Blockbuster video).
tenant perform worse. This further confirms the important effect of debt overhang on property owners to adapt when faced with shocks to their revenue.

Alongside our conceptual contributions, an empirical contribution is the development of a dataset which geographically links employment to the financial characteristics of retail properties. This requires us to match the locations of properties in our dataset to statistics on nearby employment using information on geographic distance. By doing so, we are able to study the spillover effects of financial frictions on nearby employment.

This paper is related to several research areas. First, it contributes to an important literature analyzing the effect of debt overhang on employment, particularly during recessions and financial crises (Jorda et al., 2022; Giroud and Mueller, 2017). More broadly, a large research agenda studies the effects of leverage on firm performance and investment. Empirical papers on this topic include Ahn, Denis and Denis (2006), Cai and Zhang (2011), Aivazian, Ge and Qiu (2005), Hennessy (2004), Lang, Ofek and Stulz (1996), and Moyen (2007). Our findings on the relationship between leverage and negative shocks is also related to a literature on levered firms’ responses to distress. Most closely related is Opler and Titman (1994), who show that the performance of leveraged firms is lower during industry downturns. Other papers on distress and levered firms include Andrade and Kaplan (1998), Gilson (1997), and Titman and Tsyplakov (2010). The endogeneity of leverage is a major concern which this literature largely does not address.

Beyond the setting of firms, several papers have found that household debt overhang has important aggregate effects (Mian, Rao and Sufi, 2013). However, our findings suggest that debt overhang does not work the same way for residential real estate and CRE. Ganong and Noel (2020) show that policies which reduce LTV ratios without changing monthly payments have no effect on residential mortgage borrow-
ers. The changes in leverage studied in our study — which are caused by changing levels of building equity — affect LTV ratios but have no direct effect on monthly payments. Nonetheless, we estimate substantial effects on building performance and local employment. This means that policies which may be appropriate for alleviating debt overhang for residential mortgage borrowers may work differently for commercial mortgages, especially those that are securitized. Policies to reduce commercial LTV ratios could help reduce the costs of the “retail apocalypse” even though such policies may not be useful for residential mortgages.

Finally, our findings form part of a growing literature that studies debt overhang in novel settings. In addition to Melzer (2017), Bernstein (2019) studies debt overhang in the residential real estate market. Giroud, Mueller, Stomper and Westerkamp (2011) provide evidence for debt overhang in the setting of Austrian ski lodges. Wittry (2020) shows that legal obligations create debt overhang in the mining industry. Our papers adds to this literature by focusing on an economically important sector, which has material consequences for employment dynamics at the local level.

The rest of the paper is organized as follows. In Section 2 we discuss the main data sources. Section 3 describes the empirical strategy we use to identify the effects of leverage. Sections 4 and 5 discuss our main results, while section 6 presents some institutional features of the CMBS market and robustness checks. Section 7 concludes.

## 2 Data

Our main data source is records of CMBS for the retail property sector (e.g., shopping malls). The data we use is provided by the data vendor Trepp, LLC, which is the leading provider of CMBS data. Several features make CMBS data ideal for studying the relationship between debt and property performance. First, properties with
CMBS mortgages must provide information about operating performance at regular intervals, often quarterly or annually. Second, CMBS data typically includes detailed information about the debt contract structure and debt performance. This includes interest rates, origination information, and delinquency.

We focus on retail properties for several reasons. First, this enables us to study plausibly-exogenous shocks that come from unexpected chain store closures. We use these shocks to study how leverage mediates the effect of shocks on performance. Second, we instrument for retail CRE prices using price changes in the housing market, which is plausibly exogenous to events in the retail CRE market. Finally, retail property types are coded in standardized ways, which makes comparisons across time and space possible.

2.1 CMBS Data

We begin with the universe of CMBS records, and use several filters to select a standardized set of properties.

- We limit the data to mortgages originated between 1999 and 2018. CMBS mortgages were rare before the early 2000s and are likely to exist only for a highly-unusual set of properties.

- We use mortgages linked to a single retail property. We use data starting in 2001, to avoid possible data quality issues in the early years of data collection.

- We use only ten-year, fixed-rate mortgages, the most common type for this type of property.

- We use only properties that were built at least 5 years before mortgage origination and which had full occupancy at the time of origination, which we define
to be at least 95%. This is to ensure that the timing of property construction is not correlated to the timing of mortgage origination.

This yields a maximum of about 74,000 property-by-year observations. Taking into account missing values across some of the variables used in our specifications, we include about 60,000 observations in our main tests.

The main performance variables we study are the logarithmic transformation of net operating income (NOI), measured per square foot and Winsorized at 1%, and occupancy rates. We measure log NOI contemporaneously and also as changes since the time of mortgage origination. We also study several variables that are fixed as of mortgage origination: Rent area, interest rates, origination loan-to-value (LTV) ratios, origination debt service coverage ratios (DSCR) and loan balances. These variables are measured at the time the loan is securitized, which is shortly after the loan is originated. They provide information about property characteristics as of the loan start date. We use them to provide evidence on the determination of property LTVs at loan origination, and as control variables in the regressions.

We also use information on property prices as regressors in our specifications and to adjust our proxy of leverage at the property level. We combine data on housing market prices and on prices for commercial retail properties for each geographic location. The CRE price data is from the MSA-level retail index from the National Council of Real Estate Investment Fiduciaries (NCREIF). Wherever MSA-level data is not available, we measure price appreciation at the state level, or use house price appreciation as a proxy for the few properties where a state-level CRE index is not available. Our measure of house price changes comes from the Federal Housing Finance Agency (FHFA) and is available at the ZIP-code level. We use the house price index to instrument for changes in property leverage since mortgage origination.
We use information on the time-varying loan balance of each property from Trepp LLC. and information from the CRE price indexes to estimate property-level LTVs. To do so, we use the outstanding balance of the loans for each property at a given point in time in the numerator. For the denominator, we use the CRE price indexes for each geographic location to update the value of the property since origination. This adjustments allow us to calculate a current LTV ratio for each time period. For a few properties, we use the change in the house price index to adjust the LTV ratio due to the lack of CRE prices for those specific locations.

Net operating incomes are not reported every year for every property in Trepp data. We use only property-years when there is an NOI report within the past twelve months to avoid measurement error or endogenous misreporting that may be possible for delinquent properties. We perform various tests for attrition and bound the effects of attrition on our main findings.

Variable definitions are available in Internet Appendix Table IA.1.

2.2 Chain store closings

Chain store closings provide a plausibly-exogenous shock to property performance. Following Benmelech et al. (2018), we hand-collect information on large chain store bankruptcies (e.g., Blockbuster video) from news reports. Then, we use Chain Store Guide store closing data to determine the location of the stores for these businesses. These data sources provide information about the dates of store closings for our entire sample period. We hand match store closings data to the Trepp LLC. Data using fields in the CMBS records providing the name of anchor tenants.

Matching data on store closings with CMBS data yields a sample of 1,198 prop-

---

9As noted in Booth (2018), borrowers are typically required to make monthly payments of principal and interest. Amortizations are calculated using a 25 to 30 year schedule.
erties matching a closed chain store. These come from 66 mass closing events. The closings that match the most properties in our sample are Blockbuster (243 locations), Hollywood Video (116 locations), K-Mart (97 locations) and Circuit City (87 locations). We match any property that contains one of the closing stores as an anchor tenant, regardless of whether that particular location closed or not. This avoids the endogeneity inherent in the fact that chain stores choose which locations to close based on expected future conditions. As we will show, the closings-shock is still on average a large negative shock to occupancy.

2.3 Employment near retail properties

We measure employment near retail stores using data from Infogroup. Infogroup has data on the addresses of US establishments by year. Its coverage is nearly universal for the retail sector. It includes estimates of establishments’ employment and includes their sector and ownership information.

We geocode the addresses of Trepp properties using the Google Maps API. We use QGis to match each retail property to all establishments located within 100 meters of its centroid and calculate total employment within a 100 meter radius. We repeat this, limiting employment to retail employment, several retail subsectors, chain retail employment, single-owner retail employment, and various other employment categories. We use 100 meters as a benchmark for our results, but our estimates do not vary much using longer or shorter distances.

2.4 Summary statistics

Summary statistics are shown in Table 1. The median property in our sample has a rentable area of about 56,000 square feet and an annual operating income of over
$600,000. The sample consists largely of shopping malls and strip malls, although there are some smaller retail properties as well. Very small retail properties are unlikely to have securitized mortgages, as securitization entails costs for borrowers and the characteristics of such properties are less likely to be standardized Black et al. (2017).

At origination, the median loan has an LTV of 71%, an interest rate of 5.8%, and a balance of over $5.4 million. For the median property, we calculate that occupancy rates do not change at all, and property prices increase by 7.5% in nominal terms. The latter is consistent with a lower median current LTV (60% for the median property), which is inversely related to the increase in property prices.

3 Empirical strategy

This section describes the empirical strategy for estimating the effect of leverage, or debt overhang, on property performance. We start by estimating the effect of leverage on the average performance of retail properties. After estimating the average effect of leverage on performance, we will decompose the effects and show that the negative effects of leverage come mostly after anchor tenant closures. Section 5 will explore the effect of anchor tenants in greater detail using data on chain store bankruptcies.

The central issue for estimates of the effects of leverage on performance is the presence of omitted variable bias. Creditors are willing to lend more to properties with better expected future performance, biasing upward estimates for the effect of leverage on property performance and retail employment. We take a twofold strategy to estimate unbiased effects for leverage. First, we control for contemporaneous economic conditions using ZIP code-by-year fixed effects. Our estimates are identified by differences in leverage coming from retail properties which we observe in the same
year and are located in the same ZIP code that have different leverage levels. The fixed effects control for an important variable affecting both leverage and property performance, as well as retail employment, namely the general economic conditions in a particular location.

Second, we use an instrumental variables strategy that isolates changes in leverage that are uncorrelated with expected property performance at the time of origination. At origination, leverage is typically between 60% and 80% for stabilized properties, and nearly always between 50% and 90%. However, if property real estate prices fall after mortgages are originated, leverage can rise substantially higher. Leverage rises when real estate prices fall, as the main asset of this type of legal entity is the property whose value is directly tied to real estate prices. We exploit local real estate price changes occurring after mortgages are originated as an instrument for property leverage. This means that our IV strategy comes from differences in the timing of mortgage origination: Properties observed in the same year and in the same ZIP code can have differences in leverage coming from experiencing a different history of local price movements since their mortgages were originated, and the resulting differences in leverage are uncorrelated with their other characteristics.

This section will start by discussing the source of omitted variable bias in estimates of debt overhang. Next, we will describe the motivation and construction of the instrument in more detail and describe the assumptions needed for it to be valid.

3.1 Omitted Variable Bias in Estimates of the Effects of Leverage

Consider the following regression specification relating leverage to property performance:
\[ Y_{it} = \beta \text{Leverage}_{it} + X_{it} + \varepsilon_{it} \] (1)

where \( Y_{it} \) is a time-varying measure of retail property performance, such as nearby employment, occupancy rates or NOI, \( \text{Leverage}_{it} \) is a time-varying measure of the property's leverage, and \( X_{it} \) is a vector of control variables, which may include regional or time fixed effects. Theory predicts a negative sign for \( \beta \) if \( \varepsilon_{it} \) is uncorrelated with the regressors. However, at the time of mortgage origination, credit supply may be greater for properties with stronger expected future performance. Better management, more stable tenants, and better local economic prospects all reduce the likelihood of default, increasing lenders willingness to originate large mortgages. These factors – some of which can be measured, and others which cannot – are positively correlated with \( \text{Leverage}_{it} \) and with \( Y_{it} \). Without controlling for them, they will bias estimates of \( \beta \) upwards. The same omitted variable bias can be present in estimates of debt overhang in the corporate sector more generally, beyond the context of commercial real estate.

Our data include several variables that correlate with leverage and influence expected property performance. In Internet Appendix Table IA.2, we estimate bivariate regressions of leverage on these variables. Specifically, we estimate:

\[ Y_{it} = \beta \text{Leverage}_{it} + \alpha_{zt} + \gamma_{st} + \varepsilon_{it} \]

where \( Y_{it} \) is a property characteristic at origination, such as net operating income or square footage, \( \text{Leverage}_{it} \) is the log LTV ratio at mortgage origination, \( \alpha_{zt} \) are ZIP code-by-year fixed effects and \( \gamma_{st} \) are year-by-origination cohort fixed effects. The results confirm that a variety of variables are correlated with leverage at origination. Similar correlations are there in estimates without fixed effects and in estimates
with more controls. Given the variety of observable variables that are correlated with leverage at origination, a natural concern is that many unobservable property characteristics are correlated as well.

One approach for reducing omitted variable bias is to control for observable proxies of expected future performance that might be correlated with leverage. In other words, we can estimate Specification 1, but include as controls some of the variables used in Table IA.2. Table IA.3 in the Internet Appendix shows the result of such estimates, including and excluding fixed effects. Columns (1) and (2) of this table show the bivariate relationship; when controls for $\alpha_{zt}$ and $\gamma_{st}$ are added in columns (3) and (4), the estimates change, raising concerns about unobservables. In general, we might not trust these estimates because of continued concerns about unobservables. Depending on precisely which control variables are included, the estimated effects of leverage can be estimated as higher or lower, and may vary depending on whether we study unemployment or occupancy.

The issues raised here – that estimates of $\beta$ may be biased because of unobserved correlates with property performance – is not limited to the CRE market. This is one of the main reasons that the recent literature has not estimated the effects of leverage on performance directly and has preferred structural approaches instead.

### 3.2 Instrumental variables strategy

Our main empirical strategy estimates the effect of leverage on property performance while controlling for region-by-year and cohort-by-year fixed effects. The region-by-year fixed effects sweep out any local economic conditions that might affect property performance, while the cohort-by-year fixed effects sweep out any differences in property characteristics due to the business cycle.
To motivate this approach and understand the specific sources of identifying variation, it is helpful to consider a hypothetical example that demonstrates the main ideas. Suppose there are two physically-identical shopping malls located in the same ZIP code in Irvine, California, which we observe in 2012. Both have ten-year commercial mortgages originated at a 70% LTV ratio. Shopping Mall A’s mortgage was originated in 2007 and Mall B’s mortgage was originated in 2003, when prices were 14% lower.\footnote{Based on the Case–Shiller house price index for Orange County, CA.} If we adjust the LTV ratio by the price changes in this period, we get that Mall A’s effective leverage has increased since 2012, from 70% to 98%, and Mall B’s leverage has fallen from 70% to 62%. The changes in leverage are due to changes in local property prices rather than any difference in fundamental property characteristics or other differences in local economic activity.

We might worry that Mall A and Mall B have mortgages that have different characteristics because lending standards changed over time, and these different characteristics might have direct effect on property performance. In other words, we might be worried about cohort-specific differences that happen to be correlated with leverage. For example, a potential concern is that Mall A has a lower DSCR because its mortgage was originated a time when interest rates were low, and the lower DSCR gives it more financial flexibility. To deal with this concern, we can compare Malls A and B to malls from the same cohorts located in a different city. For example, malls A’ and B’ located in Houston have a similar difference in DSCR but do not have the same difference in prices. This means that we can calculate the difference between A and B relative to the difference between A’ and B’ in order to control for cohort-specific effects.

Motivated by this example, our instrument will isolate the portion of leverage changes coming from property prices changes occurring in the years after mortgages
are originated. Intuitively, we can compare property characteristics of properties observed in the same ZIP code and in the same year but with a different history of price changes since mortgage origination because their mortgages were originated at different times. We can use differences in real estate price movements across regions to account for cohort-specific differences in real estate prices.

Our main assumption is that the timing of mortgage origination is not correlated with property characteristics, for properties located in the same ZIP code. We discuss evidence for this assumption in Section 3.3. In particular, we show that ex post price changes are independent of ex ante property characteristics.

Formally, our instrument for leverage is the change in house prices since a mortgage was originated. We use house prices rather than CRE prices for two reasons. First, CRE prices are not available at a fine level of geographic detail (unlike house prices) creating classical measurement error in our independent variable. Using house prices as an instrument for CRE prices eliminates the attenuation bias that would otherwise result. Second, using CRE prices directly as the independent variable would risk introducing endogeneity into our main specification. Supported by this background information, our first stage regression specification is:

$$Leverage_{it} = \beta PriceChange_{it} + \gamma_{zt} + \delta_{st} + \epsilon_{it}$$

where $Leverage_{i}$ is the natural log of leverage for property $i$ in year $t$, $\gamma_{zt}$ are year-by-ZIP code fixed effects, and $\delta_{st}$ are cohort-by-year fixed effects. $PriceChange_{it}$ is the natural log of price changes since the mortgage was originated.\footnote{We prefer specifications where both price changes and leverage are measured in natural logs because the theoretical relationship between price and leverage in these specifications is linear, which helps with the precision of the estimates. Note that $\log(LTV) = \log(L) - \log(V)$, so $\Delta \log(LTV) = \Delta \log(L) - \Delta \log(V)$. Therefore it is better to specify both the dependent and independent variable in logs. Thanks to Michael Reher for making this point to us.} Controlling for $\gamma_{zt}$
sweeps out variables associated with contemporaneous economic conditions, such as differences in retail sector demand or labor supply in a given year. The cohort-by-year fixed effects \( \delta_{st} \) control for differences in the types of mortgages that are originated in different years.

First stage estimates are shown in Table IA.4 of the Internet Appendix. Column (1) shows the effect of changes in the log of the house price index on the current LTV ratio measured in logs. Column (2) shows the effect of the same house price index on an indicator variable equal to one for properties with LTV ratios above 60\% (about the median LTV ratio for the sample distribution). This latter specifications allow us to capture any potential non-linearities on the effect of leverage. The estimated effect is large and are “strong” instruments based on the first-stage F statistic, which is close to 60 in our main specifications and significantly different from zero.\(^{12}\)

Our identifying variation comes from differences in house prices experienced since mortgage origination by properties located in different locations. It is equivalent to the cross-cohort differences-in-differences design considered by Duflo (2001). As in that paper, we consider differences in the “experiences” of cohorts that are studied in the same location at the same point in time. But instead of differences in education from school building that Duflo (2001) considers, we study differences in leverage coming from a different history of house price appreciation.

### 3.3 Identifying Assumptions

For this instrumental variables design to be valid, two main assumptions must hold. The first is the relevance assumption: Local property price changes since mortgage

\(^{12}\text{If 1) mortgages were all originated at the same LTV ratio and 2) real estate price changes were perfectly correlated for all properties in the same ZIP code, then we would expect the sign on } \beta \text{ to be -1. In fact, LTV ratios are somewhat higher when prices are lower. We measure } PriceChange_{it} \text{ using house prices rather than CRE prices because house prices are plausibly exogenous from changes to the CRE market. These differences will mean that } \beta \text{ is closer to 0 in practice.}
origination should be related to variation in leverage in the current year. CRE and residential real estate prices are highly correlated as shown in Figure IA.1 of the Internet Appendix. Given that commercial mortgages have very long amortization (typically much longer than the mortgage term), the relationship between house prices and CRE leverage is close to mechanical, and we verify it in the first-stage regression.

Second, there must not be a relationship between *ex post* house price changes and unobserved *ex ante* property characteristics which will later affect performance. Our sample is limited to properties that were built at least five years before the mortgages were originated, and most CRE mortgages are long-term contracts with penalties for prepayment. Furthermore, CRE mortgages are rolled over every ten years, making it hard to “market-time” CRE mortgages. For all these reasons, the mortgage origination years in our sample are unlikely to be chosen with advanced knowledge of future changes in house price. This makes the assumption plausible.

To provide direct evidence for this assumption, Table IA.5 shows that $\text{PriceChange}_{it}$ is independent of ex ante observables conditional on the fixed effects. To show this, we estimate Equation 2, but with property characteristics as the independent variable instead of ex post leverage. If ex ante variables were correlated with ex post price changes, we would expect to see a statistically and economically significant relationship in these specifications. There is no evidence for this.

4 Effects of leverage

This section presents the main instrumental variables results of the effects of leverage on property performance and unemployment. We start by showing that higher leverage causes properties to have lower occupancy and lower incomes. We also show that higher leverage causes a reduction in employment in retail stores located in and
Conversations with industry participants and practitioner reports describe a particular institutional interpretation of the estimates: When large tenants close, retail properties must reinvest to rebuild the space in order to find new tenants. Substantial leverage may prevent these properties from procuring the resources needed to adapt to the new environment, limiting their capacity to attract new tenants and generate employment. To explore this hypothesis, we proceed in two steps. First, we show that leverage causes an increase in the likelihood that occupancy in a property falls from an initially high level to a lower one, that NOI falls for these properties and that the inability to maintain occupancy leads to a drop in employment. Second, we show that the negative effects of leverage on income and occupancy are concentrated in the later years of the mortgage, closer to the rollover date, when banks are less likely to approve new financing.

4.1 Leverage effects on income, occupancy and employment

Table 2 shows the effects of leverage on property income and occupancy using the instrumental variables strategy described in Section 3. The first two columns have the log NOI as their dependent variable, and the last two have the occupancy rate.\textsuperscript{13} Columns (1) and (3) show the average relationship between leverage and these performance indicators. On average, a log-point increase in LTV results in about 0.9 log-point lower NOI. For a property with an LTV of 60% — close to the median — this means that 10 percentage points higher LTV results in an almost 15% lower NOI, which is economically meaningful. In column (3), the dependent variable is occupancy, measured in percentage points ranging from 0 to 100. The main coef-

\textsuperscript{13} NOI is calculated as the log of the ratio of net operating income over square feet. This measure is windsorized at the 1% level.
ficient, -26, means that increasing leverage from 60% to 70% (an increase of about 17%) results in 4.3 percentage points lower occupancy (or roughly half of a standard deviation for this variable). We think that the effects on NOI are greater than the effects on occupancy because debt overhang changes the number of tenants as well as the types of occupants that are present. Another reason that the effects may be greater is that existing tenants may negotiate rent reductions if anchor tenants leave, as they may trigger provisions in co-tenancy agreements (Liu and Liu, 2013).

Debt overhang may have non-linear effects on property performance. Columns (2) and (4) present results for the same specification previously described, but using and indicator variable for leverage as the main regressor. This indicator variable is equal to one when the LTV ratio is above 60%, which is a value close to the median for the sample.\textsuperscript{14} We find relatively strong effects for these more levered properties. For example, properties with higher LTV ratios have NOIs that are about 1.5 percent lower than similar properties with lower leverage.

One concern with these specifications is that the LTV ratio for some properties is adjusted using the house price index. This generates a direct correlation between the instrument and the LTV ratio measures. To alleviate this concern, we estimate specifications similar to those in Table 2, but restrict the sample to those properties where we have CRE price indexes for the LTV ratio adjustments. The results are presented in the Internet Appendix in Table IA.6. In those specifications, we find even stronger results for both NOI and occupancy. In addition, we add covariates that capture information about the amortization schedule of the loan, which do not make a difference in the results.

Table 3 extends our estimates to assess the effects of leverage on local employment.\textsuperscript{14}

\textsuperscript{14}We conduct similar tests using a cut-off of 90% for the LTV ratio, which yields similar, and even slightly stronger, results.
Our main dependent variable is the log number of workers located within 100 meters of the center of the retail property.\textsuperscript{15} We also separately measure the log number of retail workers, employment for large and small establishment and the number of workers for various retail subsectors such as: motor vehicles, furniture, and health and personal care.

The effect of leverage on total and on retail employment, reported in columns (1) and (2), are economically and statistically significant. Our benchmark estimate for total employment is around -1.3, indicating that a 10% increase in leverage is associated with 13% fewer workers. Estimates for retail employment are somewhat larger, with the same increase in leverage yielding almost a 20% drop in retail employment. This not surprising because most employees located near retail properties are themselves retail workers. This effect of leverage on employment is over twice as large as the estimated magnitude for NOI.\textsuperscript{16}

The effects on employment come mostly from large establishment employment, where the point estimate is -2.87, as shown in column (3).\textsuperscript{17} There is no statistically significant effect for smaller establishments. These findings are consistent with our interpretation, that leverage impedes finding tenants after large anchor tenants potentially close. The results are very similar when measuring retail employment located within a slightly wider distance from the store (e.g., 500 meters).

In Table 4, we assess the effect of leverage on the share of employment by NAICS retail sector around the properties in our sample. The dependent variables in these

\textsuperscript{15}After calculating the number of employees close to the retail property, we take the log of that number and then winsorize this value at the 5\%percent level.

\textsuperscript{16}Because we measuring employment within 100 meters of the property headquarters the estimates for employment are not directly comparable to the results for occupancy and income, which come from retailer records. Nonetheless, we think it is informative to compare the estimates. The difference in magnitudes could arise because establishments with more retail workers are more affected than establishments with fewer workers, or because new tenants in properties with more leverage which replace stores that close end up hiring fewer workers.

\textsuperscript{17}Large establishment are those that have more than 10 employees.
specifications is defined as the number of employees in each 3-digit NAICS sector divided by total employment in the area. We use the same regressors as before, including the instruments for the log of the LTV ratio. We find that more leverage is negatively and significantly associated with smaller shares for furniture stores and more importantly, health and personal care establishments. These findings provide some evidence that levered properties may be less likely to adapt and attract services that are less likely to compete with online vendors such as establishments providing personal care services. We will return to this hypothesis when we test the impact of store closings on employment.

4.2 Mechanisms

In discussions with industry professionals about our findings, we learned that there is broad agreement that leverage hurts property owners’ financial flexibility. One important reason for this is that properties with high leverage may be unable to secure further loans. But even in the case that a property owner is willing to make equity investments or is unable to borrow for other reasons, leverage can still reduce flexibility. We also learned from these discussions that an important reason for this is that greater leverage makes the debt coverage ratio constraint more binding. This means that any reduction in net income — particularly when re-leasing is needed due to the closure of a tenant — will make it increasingly difficult to reinvest in the property because less cash flow is available for investment.

For some additional context, industry writings about the retail property market argue that when anchor tenants close, landlords must make substantial new investments to attract a replacement anchor tenants. For example, a report from Green Street Advisory, a real estate trade magazine, writes that “the malls experiencing

\footnote{CMBS contracts often forbid taking on junior debt.}
outsized national tenant vacancies are more likely to experience rapid deterioration or need significant capital investment.”

Since debt overhang is most likely to be a problem when capital investments are needed, we expect that high leverage is particularly problematic when tenants close. Raising new capital to pay for investments may also be difficult for properties close to their debt capacity.

We can link this anecdotal evidence to canonical models of debt overhang, which consider the investment decision of a levered firm. In the real estate setting, we consider the re-leasing process as just such an investment requiring both financial capital (to renovate a space) and an investment of property owners’ time and effort. Furthermore, as in classical models, a key constraint is the inflexibility of debt contracts. If renegotiation with debt-holders were possible (for example, in the form of a debt-equity exchange), there would be no inefficiency. But because renegotiation is particularly difficult for CMBS loans, debt overhang is particularly severe. The difficulty of renegotiation is underscored by debt coverage constraints which bind precisely when reinvestment is required.

We provide direct evidence for the re-leasing channel. We decompose the effects of leverage on occupancy into the effects on 1) new tenant closures and 2) prolonged low occupancy after departures have occurred. The effect on new departures shows to what degree levered properties are likely to experience store closures in the first place. The effect on prolonged occupancy estimates the effects of leverage after closures have occurred.

To do this decomposition, we first create an indicator variable equal to one for properties whose occupancy rate is below a particular threshold (we use 95% and 90%). This level of occupancy is below long-run sustainable levels for most properties and is an indication of the loss of one or more important tenants. Next, we create

---

19 As reported by Danziger (2018).
two indicator variables capturing 1) the first time properties fall below the occupancy level, and 2) only equal to one in those years when the occupancy rate is already below this level on a continuing basis.

We then estimate regressions of these indicator variables on log LTV ratios using the main instrumental variables specification, with property prices as the instrument. Estimates are shown in Table 5. Columns (1) and (4) indicate that a 10% increase in the LTV ratio is associated with around a 11 and 9 percentage points higher likelihood that the occupancy rate will be below 95% or 90%, respectively. Columns (2) and (5) estimate the effect of leverage on the likelihood that the property will have low occupancy for the first time. Both columns show a small effect that is close to zero, although the result for the 90% threshold is statistically significant at the 10% level. Of more relevance, columns (3) and (6) show how leverage affects the likelihood that occupancy stays at low levels for extended periods of time. The effects are large and statistically significant, indicating that the entire effect of leverage on vacancy spells is through longer-duration periods of high vacancy.

In the Internet Appendix, we conduct a similar exercise but focusing on the life-cycle of the mortgage. The objective is to assess whether borrowers are unable or unwilling to invest in their properties when leverage is large. We split the sample between those properties in the first five years of the mortgage term and those in the last five years. The results are presented in Table IA.7. As before, the performance measures are NOI and occupancy and the LTV ratio is instrumented with the house price index by location. We find that the relation between leverage and performance is negative. However, the effect is larger and consistently significant only for the period close to refinancing, that is, the last five years of the mortgage. This finding is consistent with borrowers being unwilling to invest in their properties closer to the refinancing date, as suggested by the debt overhang theory (Myers, 1977). At that
time, they may get few of the benefits from investing in the property, especially if the property is closer to bankruptcy due to its larger levels of debt.

The estimates in this section support our interpretation of the results, that greater leverage impedes finding a new tenant after an anchor tenant departs. The mechanism works through the inability to adapt to the changing market conditions due to the lack of funds for investment as a result of financing constraints. A series of findings are consistent with this: Leverage reduces occupancy only after it has already fallen, the effects of leverage on employment are limited to large retail stores and the effect is larger closer to the maturity of the mortgage.

Additional supporting evidence for our hypothesis comes from portfolio CRE lending originated and retained by banks. We expect the debt overhang problem to be less acute for this type of lending, as banks are able to renegotiate the terms of lending to borrowers that are materially indebted, as long as the property has a positive net present value. Thus, the combination of debt overhang and inflexibility embedded in CMBS may exacerbate the problems associated with leverage which further explain the results we report.

We use data on banks’ lending to CRE properties collected in form FR Y-14. This information is reported by banks as part of the Federal Reserve’s stress testing process. Large banks subject to the Dodd-Frank stress tests have to report their holdings of loans on a quarterly basis with details about the borrowers and the terms of the loans. The fields collected are similar to the information on CMBS collected by Trepp, Inc. We estimate similar test to those using CMBS data and find no significant results on the effect of leverage on performance, as shown in the Internet Appendix on Table IA.8. This is consistent with the notion that debt overhang and its effect on

\(^{20}\) We only conduct tests for occupancy as a dependent variable, as net operating income is not well-populated in the FR Y-14 data.
investment and performance only binds when there is inflexibility in the contractual arrangements, a topic that we address later.

5 How leverage mediates shocks

The findings in section 4 show that high leverage makes retail properties less profitable and reduces nearby employment. This finding is most likely explained by poor performance following anchor tenant closing, but we would also like to show direct evidence for the channel. We do so using event-study type designs following anchor tenant closures.

As described in Section 2, we collect data on chain store closings that occur on a national basis due to the bankruptcy of the parent organization, following Benmelech et al. (2018). We create an indicator equal to one for properties that have an anchor tenant listed whose name matches a chain store that closes due to bankruptcy regardless of whether that particular location is actually closed. We might worry that a chain store’s (or the judge’s) decision of which particular branches to close might be endogenous to local economic conditions or expected future performance. So instead of measuring the particular stores that are closed, we estimate an intent-to-treat effect of store closings on property outcomes for all locations where an outlet exists.

To understand the overall effect of store closings on property outcomes, we estimate local projections of property occupancy, income and employment on our indicator for chain store closings. We first attempt to understand the main effect of predicted store closings on property outcomes. One reason for this is to verify that our matching procedure is successful, i.e., stores which we predict should experience a closing actually have negative outcomes. Another reason for this is to show that occupancy for properties with store closures move in parallel relative to other prop-
erties in the same ZIP code prior to the closure. To estimate the local projection, we use the following regression specification, which we estimate from $s=-2$ to $s=+4$, where $s$ is measured in years:

$$y_{i,t+s} - y_{i,t} = \beta_s Closing_{i,t} + \gamma_{z,t} ZIP \times Year + \varepsilon_{i,t}$$

Figure 2 shows estimates from the local projection as well as the 95% confidence interval. Overall, closings have a sharp and persistent negative effect on property occupancy and NOI, as expected. The effect on nearby employment is noisier, which is probably because employment is inferred using a noisy geographical matching procedure.

Our main object of interest is the differential effect of store closings on properties that experienced price increases since their mortgages were originated versus those that have experienced price decreases. To identify this, we estimate local projections, but interact the effect of closing with the change in house prices experienced by each property since its mortgage was originated. We study the effects of closing on occupancy, NOI and employment as dependent variables, and estimate changes from time $t$ to times $t - 1$, $t + 1$ and $t + 2$.

The results are shown in Table 6. Across all outcome variables, neither the main effect (which measures the effect of closing) nor the interaction term (which measures the differential effect in higher-priced properties) are statistically significant or economically large. This gives us confidence that there are no pre-trends that would lead to a spurious effect. In the following two years, we estimate an effect of store closings on the outcome variables. Overall, properties in ZIP codes with falling prices do worse after a closing. For example, the effect of a store closure on occupancy is 0.7 percentage points worse, and the effect on NOI is 2% worse, if house prices have
fallen by 10%. We note that the effect on NOI appears after two years whereas the effect on occupancy is immediate. The effect on employment also takes about two years, but is not statistically significant.

The estimates in Table 6 provide direct evidence that leverage mediates the response to store closures. We next proceed to explore some institutional features that may prevent properties with CMBS from mitigating the debt overhang problem.

6 Institutional considerations and additional robustness checks

The premise of our analysis focuses on the fact that CMBS arrangements are somewhat inflexible and may exacerbate the debt overhang problem for CRE borrowers. In this section, we discuss some of these arrangements that may limit borrowers from acquiring more debt or from renegotiating their outstanding liabilities. In addition, we report results from additional robustness tests that confirm our results.

First, borrowers hit by a shock could potentially renegotiate or acquire new debt to minimize the debt overhang problem as it is usually the case in the corporate sector (Jorda et al., 2022). However, there is hardly any mechanism that allows CMBS lenders to provide additional credit to borrowers. In a traditional bank-lending setting, financial institutions may be reluctant to lend more to a borrower if it suffers a shock, but it may agree to do so if it believes that more credit will help the borrower to adapt the property and stabilize its cash flow. In the CMBS context, once a loan has been securitized, additional loan funds cannot be procured because there is no lender available to provide them. There are only the servicers and the bondholders, neither of which has the funds or authority to make any additional loans. And even if
a borrower wanted to get additional loans from a third-party, CMBS terms prohibit taking second-lien mortgages to reinvest in the property (Booth, 2018).

Second, CMBS loans are typically non-recourse, even large borrowers may have the incentive to default on unprofitable properties. This arrangement may exacerbate the impact of debt overhang on investment, as the current debtors may become unwilling to borrow more, if it were feasible, to make improvements in the property to increase its performance.

Third, there are provisions in CMBS contracts that require borrowers to set aside funds as reserves, some of which can be used for investment purposes. This arrangement may potentially reduce the impact of the debt overhang problem on performance. However, the use of these funds may be restricted and the purpose of their use may have to be prespecified, making it difficult to divert funds for one purpose to another. In Table IA.9 in the Internet Appendix, we present additional tests to assess whether leverage is associated with measures that capture expenses, renovation costs, or the value of reserves of the property. We do not find evidence relating leverage to expenses and renovations. Unfortunately, the measure for expenses does not include capital expenditures and the indicator for renovations is sparsely populated. As an alternative, we assess whether occupancy differs for properties that maintain reserves in contrast to those that do not. Most properties collect some type of reserves, but those reserves are not enough to mitigate the relation between leverage and performance. Only those properties that set aside reserves at origination may be able to mitigate the negative effect of leverage on occupancy. This may be a mechanism through which the debt overhang problem is reduced, but it is only applicable in a small set of properties.

These institutional features underline some of the factors in CMBS arrangement that may explain the findings that we are reporting on the effect of leverage on per-
formance. However, there may still be concerns about our empirical tests, especially related to the data. One of those problems is potential attrition in the data due to bankruptcies, prepayments or other features. Tables IA.10 and IA.11 in the Internet Appendix provide evidence that attrition is not a material concern in our setting. First, we find no evidence that leverage is associated with any potential sources of attrition. Second, we assess best and worst case scenarios for properties leaving the sample and assess whether they differ substantially. We do not observe any meaningful differences, which hints at attrition not being a major concern.

Importantly, another implication of Table IA.10 is that our results are not driven by a reallocation of cash flows to pay debt. If investors reduced their income in order to remain solvent, we would not expect a large effect on delinquency. But because we do find an effect on delinquency, it suggests that there are strategic effects of high leverage.

In sum, our results seem to be consistent with some of the institutional features present in the CMBS market. Moreover, these findings are likely not driven by issues with the sample especially with regards to attrition.

7 Conclusion

Using exogenous variation in leverage in the retail CRE market, we calculate that debt overhang has large effects on property performance. We also provide evidence regarding the channel whereby debt overhang affects performance. We decompose the effects on occupancy into the role of initial occupancy declines, and the extent of declines conditional on occupancy having initially fallen. Because capital investments are needed to replace anchor tenants which close their stores, we would expect debt overhang to be particularly severe following these episodes. Consistent with this
hypothesis, we find that the entire effect of leverage on occupancy comes after initial declines in occupancy. Evidence from plausibly-exogenous bankruptcies of anchor tenants confirm our findings.

These results have implications for both fiscal and for macroprudential policy. Policy actions that reduce leverage or support investment to facilitate the transformation of retail properties could have especially large benefits during times when the sector is doing poorly.\textsuperscript{21} Our findings could also help provide targeted policies to regions or sectors that need it most. These implications are particularly salient given the negative effects of the COVID-19 crisis on the retail sector and local employment.

\textsuperscript{21}Some retail property owners with deeper pockets may be able to transform their business to accommodate new clients after the departure of anchor tenants (e.g., Simon Property Group and Amazon). However, others may need support to finance this transformation.
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Figure 1: Retail Establishments by Store Type and Retail Employment. Panels A and B track the evolution of the number of establishments by type over time. Panel A contrasts the evolution of the counts of establishments for retail and non-retail establishments. Panel B tracks the same evolution within retail establishments, contrasting single location vs. chain store establishments. Panel C shows employment in the retail sector divided by total nonfarm payroll employment. Source: Compiled from InfoGroup establishment data (establishments); Bureau of Labor Statistics via Haver Analytics (employment).
Figure 2: Effect of Store Closings on Property Performance and Nearby Employment. Local Projections of the effect of predicted chain store closings on occupancy rate (Panel A), log NOI (Panel B) and nearby employment of properties (Panel C). Year 0 is the year in which the chain store closing is announced. Calculated using event study regressions with property-level performance data from Trepp.
<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std Dev</th>
<th>Count</th>
<th>25th Pct</th>
<th>Median</th>
<th>75th Pct</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOI (Mil.)</td>
<td>1.46</td>
<td>3.95</td>
<td>58526</td>
<td>0.34</td>
<td>0.63</td>
<td>1.22</td>
</tr>
<tr>
<td>Occupancy</td>
<td>95.5</td>
<td>9.50</td>
<td>60008</td>
<td>95.1</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Occupancy Chg</td>
<td>-3.48</td>
<td>9.41</td>
<td>57732</td>
<td>-2.72</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Area (sq ft, 1000’s)</td>
<td>102.6</td>
<td>168.8</td>
<td>59977</td>
<td>24.5</td>
<td>56.1</td>
<td>110.8</td>
</tr>
<tr>
<td>Originating Balance (Mil.)</td>
<td>10.9</td>
<td>19.6</td>
<td>60008</td>
<td>2.85</td>
<td>5.42</td>
<td>11.0</td>
</tr>
<tr>
<td>Orig Interest Rate</td>
<td>6.04</td>
<td>1.10</td>
<td>58459</td>
<td>5.41</td>
<td>5.81</td>
<td>6.43</td>
</tr>
<tr>
<td>Orig LTV</td>
<td>68.2</td>
<td>10.6</td>
<td>60008</td>
<td>63.5</td>
<td>71.1</td>
<td>75.3</td>
</tr>
<tr>
<td>Current LTV</td>
<td>60.4</td>
<td>18.7</td>
<td>60008</td>
<td>47.6</td>
<td>59.9</td>
<td>71.4</td>
</tr>
<tr>
<td>HPI Change</td>
<td>0.078</td>
<td>0.31</td>
<td>60008</td>
<td>-0.072</td>
<td>0.048</td>
<td>0.23</td>
</tr>
<tr>
<td>Price Change</td>
<td>0.10</td>
<td>0.23</td>
<td>60008</td>
<td>-0.014</td>
<td>0.075</td>
<td>0.24</td>
</tr>
<tr>
<td>Anchored</td>
<td>0.45</td>
<td>0.50</td>
<td>60008</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Single Tenant</td>
<td>0.28</td>
<td>0.45</td>
<td>60008</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Observations</td>
<td>60008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Annual property-by-year summary statistics from the sample of properties used in estimation. Sample is limited to retail properties with an occupancy of at least 95% at mortgage origination, constructed at least 5 years before origination, with data used from 2001-2020. Occupancy change, HPI Change, and Price Change are calculated between the year the property is observed and the mortgage origination year. Other variables are calculated as of origination year. “Anchored” and “Single Tenant” are indicators for properties that are anchored and have a single tenant respectively. Source: Trepp.
<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log LTV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.88***</td>
<td>-26.0***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.27)</td>
<td>(5.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LTV &gt;60%</td>
<td>-1.53**</td>
<td></td>
<td>-42.4***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.61)</td>
<td></td>
<td>(12.7)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>58570</td>
<td>58570</td>
<td>60008</td>
<td>60008</td>
</tr>
<tr>
<td>Zip × Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cohort × Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Instrumental variables estimates of the effect of log LTV on property performance. The LTV in each year is calculated by multiplying the origination LTV by changes in the local house price index. Log LTV is instrumented for with the change in the log house price index since origination. See Table IA.4 for first-stage estimates. NOI is in logs and occupancy varies between 0 and 100. Standard errors clustered by ZIP code. *, ** and *** indicate statistical significance at the 10, 5 and 1 percent level, respectively.
Table 3: Leverage and Local Employment

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot Employment</td>
<td>Retail Employment</td>
<td>Large Employment</td>
<td>Small Employment</td>
</tr>
<tr>
<td>Log(LTV)</td>
<td>-1.29*</td>
<td>-1.91*</td>
<td>-2.87**</td>
<td>-1.31</td>
</tr>
<tr>
<td></td>
<td>(0.72)</td>
<td>(0.99)</td>
<td>(1.34)</td>
<td>(1.21)</td>
</tr>
<tr>
<td>Observations</td>
<td>39440</td>
<td>33544</td>
<td>22103</td>
<td>20808</td>
</tr>
<tr>
<td>Zip × Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cohort × Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Instrumental variables estimates of the effect of log LTV on the log of nearby employment. The LTV in each year is calculated by multiplying the origination LTV by changes in the local house price index. Log LTV is instrumented for with the change in the log house price index since origination. See Table IA.4 for first-stage estimates. NOI is in logs and occupancy varies between 0 and 100. Standard errors clustered by ZIP code. *, ** and *** indicate statistical significance at the 10, 5 and 1 percent level, respectively.
Table 4: Leverage and Employment by NAICS-3 Retail Sector

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
<th>(12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor Vehicle</td>
<td>0.091</td>
<td>0.081</td>
<td>-0.020</td>
<td>-0.043</td>
<td>-0.081</td>
<td>-0.16&quot;</td>
<td>0.021</td>
<td>0.076</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
</tr>
<tr>
<td>Furniture Furnishings</td>
<td>-0.14&quot;</td>
<td>(0.056)</td>
<td>(0.083)</td>
<td>(0.049)</td>
<td>(0.050)</td>
<td>(0.15)</td>
<td>(0.071)</td>
<td>(0.021)</td>
<td>(0.073)</td>
<td>(0.072)</td>
<td>(0.13)</td>
<td>(0.060)</td>
</tr>
<tr>
<td>Electronics Appliance</td>
<td>-0.08</td>
<td>0.021</td>
<td>0.076</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Building Garden</td>
<td>-0.043</td>
<td>0.021</td>
<td>0.076</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grocery</td>
<td>-0.081</td>
<td>0.021</td>
<td>0.076</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Care</td>
<td>-0.16&quot;</td>
<td>0.021</td>
<td>0.076</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal Care</td>
<td>0.076</td>
<td>0.052</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas Stations</td>
<td>0.021</td>
<td>0.076</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clothing</td>
<td>0.076</td>
<td>0.052</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sports, Hobby, Music, Books</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General Merchandise</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>0.052</td>
<td>0.028</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Store (e.g., Vending)</td>
<td>0.057</td>
<td>0.0015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
<td>44226</td>
</tr>
<tr>
<td>Zip × Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Cohort × Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Instrumental variables estimates of the effects of leverage on log employment by sector. The LTV in each year is calculated by multiplying the origination LTV by changes in the local house price index. Log LTV is instrumented with the change in the log house price index since origination. Standard errors clustered by ZIP code. *, ** and *** indicate statistical significance at the 10, 5 and 1 percent level, respectively.
Table 5: Decomposition of the Effect of Leverage on Occupancy: Initial vs Continuing Effects

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≤95</td>
<td>≤95</td>
<td>≤95</td>
<td>≤90</td>
<td>≤90</td>
<td>≤90</td>
</tr>
<tr>
<td>Log(LTV)</td>
<td>1.07***</td>
<td>0.026</td>
<td>1.05***</td>
<td>0.92***</td>
<td>0.094*</td>
<td>0.82***</td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td>(0.057)</td>
<td>(0.19)</td>
<td>(0.18)</td>
<td>(0.053)</td>
<td>(0.16)</td>
</tr>
<tr>
<td>Observations</td>
<td>61815</td>
<td>61815</td>
<td>61815</td>
<td>61815</td>
<td>61815</td>
<td>61815</td>
</tr>
<tr>
<td>Zip ×YearFE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cohort ×YearFE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Estimates of the effect of LTV on property vacancy, decomposing the effect on new vacancies and the effect on existing vacancies. Columns (1) and (4) are IV estimates of the effect of LTV on low property occupancy, where low property occupancy is measured with an indicator equal to 1 for properties below 95% and 90% occupancy respectively. The instrument is the log change in the house price index since mortgage origination. In columns (2) and (5) these indicators are equal to 1 only when a property has low occupancy for the first time and in columns (3) and (6) the indicators are equal to 1 only when a property has low occupancy at subsequent times. Standard errors are clustered by ZIP code. *, ** and *** indicate statistical significance at the 10, 5 and 1 percent level, respectively.
Table 6: Heterogeneous Effects of Chain Store Closures

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPI Change</td>
<td>0.78***</td>
<td>0.71***</td>
<td>1.71***</td>
<td>0.011***</td>
<td>0.011***</td>
<td>0.016***</td>
<td>-0.0056</td>
<td>-0.0064</td>
<td>-0.0073</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.12)</td>
<td>(0.26)</td>
<td>(0.0030)</td>
<td>(0.0030)</td>
<td>(0.0059)</td>
<td>(0.0069)</td>
<td>(0.0069)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>Closure</td>
<td>-0.20</td>
<td>-7.05***</td>
<td>-6.76***</td>
<td>-0.016</td>
<td>-0.012</td>
<td>-0.13***</td>
<td>-0.056</td>
<td>-0.042</td>
<td>-0.10*</td>
</tr>
<tr>
<td></td>
<td>(0.87)</td>
<td>(1.38)</td>
<td>(1.72)</td>
<td>(0.018)</td>
<td>(0.014)</td>
<td>(0.031)</td>
<td>(0.053)</td>
<td>(0.048)</td>
<td>(0.061)</td>
</tr>
<tr>
<td>HPI Change × Closure</td>
<td>-3.04</td>
<td>7.33***</td>
<td>6.30</td>
<td>0.011</td>
<td>0.0022</td>
<td>0.23**</td>
<td>-0.17</td>
<td>0.11</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>(4.08)</td>
<td>(3.00)</td>
<td>(4.31)</td>
<td>(0.069)</td>
<td>(0.047)</td>
<td>(0.098)</td>
<td>(0.17)</td>
<td>(0.18)</td>
<td>(0.17)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.52***</td>
<td>-0.51***</td>
<td>-1.17***</td>
<td>-0.00010</td>
<td>-0.00025</td>
<td>-0.00012</td>
<td>0.0062***</td>
<td>0.0059***</td>
<td>0.011***</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.021)</td>
<td>(0.041)</td>
<td>(0.00049)</td>
<td>(0.00047)</td>
<td>(0.00090)</td>
<td>(0.0014)</td>
<td>(0.0014)</td>
<td>(0.0025)</td>
</tr>
</tbody>
</table>

Observations: 54382, 55863, 47485, 52444, 53799, 45545, 39604, 39644, 33483

Estimates of the effect of chain store closings on property performance for more- and less-levered properties. Estimates from specifications of the form \( \Delta Y = \beta_1 Closing + \beta_2 \Delta HPI + \beta_3 Closing \times \Delta HPI + \delta_{t,z} + \varepsilon \), where Closing is an indicator equal to 1 if a property has a closing in year \( t \), \( \Delta HPI \) measures the change in HPI since property origination year, and \( Y \) is the outcome variable. We measure outcomes in differences between \( t \) and \( t-1 \), \( t+1 \) and \( t \), and \( t+2 \) and \( t \). Outcome variables we consider are the change in NOI, change in occupancy and change in nearby employment at the property level. All specifications include zip-by-year fixed effects. Standard errors clustered by property. *, ** and *** indicate statistical significance at the 10, 5 and 1 percent level, respectively.