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Abstract

We propose a set of consistency conditions that frontier efficiency measures should meet to be most
useful for regulatory analysis or other purposes. The efficiency estimates should be consistent in their
efficiency levels, rankings, and identification of best and worst firms, consistent over time and with
competitive conditions in the market, and consistent with standard nonfrontier measures of performance. We
provide evidence on these conditions by evaluating and comparing efficiency estimates on U.S. bank
efficiency from variants of all four of the major approaches -- DEA, SFA, TFA, and DFA -- and find mixed
results.
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I. Introduction

To make informed policy decisions regarding financial institutions, regulators need to have fairly
accurate information about the likely effects of their decisions on the performance of the institutions they
regulate/supervise.! Specifically, the regulators of commercial banks, thrifts, credit unions, and insurance
companies should have some expert knowledge based on rigorous empirical research regarding whether the
mergers and acquisitions they are petitioned to approve will result in higher or lower costs, and whether the
increases in equity capital ratios they may require will raise costs significantly and reduce the supply of
intermediation services. Similarly, regulatory authorities should be aware whether the observed managerial
inefficiency they may observe could raise the probability of financial institution failure substantially, and so
could be used to reallocate scarce supervisory resources to where they are most needed. In addition,
regulators should have quantitative evidence on the performance effects of regulatory restrictions on the
interest rates and insurance premiums these institutions are allowed to pay and receive, the prudential
restrictions on the risks these firms are allowed to bear, the geographic areas they are allowed to serve, and
the types of financial services they are allowed to offer. If regulatory authorities do not have the benefit of
quality information based upon quantitative research regarding the performance effects of their actions, then
their decisions may have the unintended consequences of raising the costs of providing financial services to
the public, reducing the quantity or quality of these services, or increasing systemic risk.

In recent years, the academic research on the performance of financial institutions has increasingly
focused on frontier efficiency or X-efficiency, which measures deviations in performance from that of “best-
practice” firms on the efficient frontier, holding constant a number of exogenous market factors such as the
prices faced in local markets. That is. the frontier efficiency of an institution measures how well it performs
relative to the predicted performance of the “best” firms in the industry if these best firms were facing its
same market conditions. Frontier efficiency is superior for most regulatory and other purposes to the standard
financial ratios from accounting statements -- such as return on assets (ROA) or the cost/revenue ratio -- that
are commonly employed by regulators, financial institution managers, and industry consultants to assess
performance. This is because frontier efficiency measures use programming or statistical techniques to try

to remove the effects of differences in input prices and other exogenous market factors affecting the standard

'For convenience, we simply use the term “regulators™ to refer to all lawmakers, supervisory agencies,
antitrust authorities, etc. that exercise any regulatory or supervisory authority over financial institutions.



2

performance ratios in order to obtain better estimates of the underlying performance of the managers.

The financial institution efficiency literature is both large and recent -- a review of 130 studies of
financial institution frontier efficiency across 21 countries found that fully 116 were written or published
during 1992-1997 (Berger and Humphrey 1997). Frontier inefficiency or X-inefficiency of financial
institutions has generally been found to consume a considerable portion of costs on average, to be a much
greater source of performance problems than either scale or product mix inefficiencies, and to have a strong
empirical association with higher probabilities of financial institution failures over several years following
the observation of substantial inefficiency.

Frontier efficiency has been used extensively in regulatory analysis to measure the effects of mergers
and acquisitions, capital regulations, deregulation of deposit rates, removal of geographic restrictions on
branching and holding company acquisitions, etc. on financial institution performance. The main advantage
of frontier efficiency over other indicators of performance is that it is an objectively determined quantitative
measure that removes the effects of market prices and other exogenous factors that influence observed
performance. This allows the researcher to focus on the quantitative effects on costs, input use, etc. that
changes in regulatory policy are likely to engender.

Despite intense research efforts, there is no consensus on the best method or set of methods for
measuring frontier efficiency, and the choice of method may affect the policy conclusions that are drawn from
the analyses. In the past twenty years, at least four main frontier approaches have been developed to assess
firm performance relative to some empirically defined “best-practice” standard. These are the nonparametric
linear programming approach, often referred to as data envelopment analysis (DEA), and three parametric
econometric approaches -- the stochastic frontier approach (SFA), thick frontier approach (TFA), and
distribution-free approach (DFA). These approaches differ in the assumptions they make regarding the shape
of the efficient frontier, the existence of random error, and (if random error is allowed) the distributional
assumptions imposed on the inefficiencies and random error in order to disentangle one from the other. As
discussed below, these approaches also often differ in whether the underlying concept analyzed is
technological efficiency versus economic efficiency, although this difference need not occur in practice.

In this paper, we argue that it is not necessary to have a consensus on which is the single best frontier

approach for measuring efficiency for the efficiencies to be useful for regulatory analysis. Instead, we
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propose a set of consistency conditions that efficiency measures derived from the various approaches should
meet to be most useful for regulators or other decision makers. The efficiency estimates derived from the
different approaches should be consistent in their efficiency levels, rankings, and identification of best and
worst firms, consistent over time and with competitive conditions in the market, and consistent with standard

nonfrontier measures of performance. Specifically, the consistency conditions are:

(i) the efficiency scores generated by the different approaches should have comparable means,
standard deviations, and other distributional properties;

(i1) the different approaches should rank the institutions in the approximately the same order;

(1i1) the different approaches should identify mostly the same institutions as “best practice” and as
“worst practice;”

(iv) all of the useful approaches should demonstrate reasonable stability over time, i.e., tend to
consistently identify the same institutions as relatively efficient or inefficient in different years,
rather than varying markedly from one year to the next;

(v) the efficiency scores generated by the different approaches should be reasonably consistent with
competitive conditions in the market; and

(vi) the measured efficiencies from all of the useful approaches should be reasonably consistent with
standard nonfrontier performance measures. such as return on assets or the cost/revenue ratio.

Consistency conditions (i), (i), and (iii) may be thought of as measuring the degree to which the
different approaches are mutually consistent, and conditions (iv), (v), and (vi) may be thought of as measuring
the degree to which the efficiencies gencrated by the different approaches are consistent with reality or are
believable. The former are more helpful in determining whether the different approaches will give the same
answers to regulatory policy questions or other queries, and the latter are more helpful in determining whether
these answers are likely to be correct.

Specifically for the mutual-consistency conditions, if the approaches generate similar distributions
of efficiency as in condition (i), then the projected quantitative effects of regulatory policies on performance
would be more likely to be similar across the approaches. If the methods all rank the institutions in about the
same order as in (ii), then regulatory authorities would generally get the same answer when evaluating
whether institutions that had undergone mergers and other regulatory-influenced events had became more
or less efficient as a result. As a weaker condition than (ii), if the approaches at least found mostly the same

institutions to be in the highest and lowest efficiency groups. as in condition (iii), then regulatory authorities



4

could draw reasonable conclusions about which operating policies and procedures or managerial control
structures were “best-practice” and “worst-practice,” and design their policies accordingly. For example, if
it were determined that branch banking or universal banking were best practices that consistently maximized
measured efficiency across all the approaches, then regulators might be less inclined to put restrictions on
branch expansion or circumscribe banking powers. Importantly, all of the efficiency approaches could be
mutually consistent as in conditions (i), (i1), and (iii), but still not be very useful if they are not realistic or
believable as in conditions (iv), (v), and (vi).

For the consistent-with-reality or believability conditions, if the efficiency scores are stable over time
as in condition (iv) instead of the efficiencies bouncing up and down dramatically from year to year, this
would be consistent with the likely pattern of true managerial efficiencies over time. Management usually
does not turn over often, and even when this occurs, it is difficult to implement new policies and procedures
quickly. Similarly, some of efficiency differences may arise from differences in technology that are
embodied in durable plant and equipment that may be difficult and costly to replace in the short term. Thus,
only in exceptional cases would it be likely that efficiencies would fluctuate markedly over short periods of
time. If condition (iv) were met, then authorities could also be more confident that their policies targeted
toward either very inefficient or very efficient firms would still generally identify them correctly after normal
policy and implementation lags for regulatory actions. In addition, competitive conditions may help limit the
range of believable efficiencies in the market, as in condition (v). For instance, if the entry barriers to the
industry or local market are not too steep and the market is reasonably unconcentrated, then condition (v)
suggests that most firms that remain in business for a long period of time should be reasonably efficient, since
competition should drive most of the very inefficient firms out of the industry. Finally, if the efficiencies
generated by the different approaches all were positively related to standard financial ratio measures of
performance as in condition (vi), then authorities could be more confident that the measured efficiencies were
accurate indicators of actual accomplishment, and not just artifacts of the assumptions of the efficiency
approaches. It is expected that accurate efficiency measures would have positive rank-order correlations with
the standard nonfrontier performance measures, but the correlations should be far from 1.00 because the
standard measures embody not only the efficiencies, but also the effects of differences in input prices and

other exogenous variables over which financial institution managers have no little or no control.
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There is some prior evidence on these points, but there has never been a comprehensive study of
financial institutions that has examined all six of these consistency conditions for regulatory usefulness and
applied them to all four of the major frontier approaches. The prior evidence suggests that the efficiency
scores from the different approaches often yield quite different distributions of measured efficiencies, contrary
to condition (1). For example, a comparison of 118 average annual efficiency values from 66 studies of U.S.
banks indicated that nonparametric methods such as DEA yiclded a lower mean and higher standard deviation
than did the parametric methods such as SFA, TFA, and DFA (Berger and Humphrey 1997, Table 2).2
However, these studies differed in their choice of efficiency concept (technological efficiency versus
economic efficiency), samples of banks, time periods chosen, specifications of inputs and outputs, functional
forms, and employment of different techniques within each approach, and so do not provide a good
experimental design for evaluating whether the efficiency approaches are consistent. For evaluating
consistency, it is necessary to hold these other factors constant and apply multiple efficiency methods to the
same data set.

There are a few such studies that applied two or more methods to the same data set, and these are
reviewed in Section III below. As will be shown, this evidence is very limited at present, and the results are
quite mixed across studies. The studies sometimes find the average efficiencies to be similar and sometimes
dissimilar across the approaches, and sometimes consistent and sometimes inconsistent with market
competitive conditions, yielding ambiguous evidence regarding conditions (i) and (v). These studies have
also yielded mixed evidence on the issues of whether the different efficiency approaches rank the best and
worst institutions similarly, as in conditions (ii) and (iii). There is also very little evidence on the stability
of efficiency, and whether measured efficiencies rank firms in the same order as standard nonfrontier
measures of performance, as in conditions (iv) and (vi).

The main purpose of the current study is to add to this limited information set by providing specific
evidence on all of the six conditions for regulatory usefulness by evaluating and comparing new efficiency
estimates from all four of the major approaches. To be complete, we employ multiple techniques within each

of the four approaches, using single-period and panel methods, for a total of nine efficiency techniques

*The mean and standard deviation of the nonparametric efficiency scores were 72% and 17%, respectively,
as opposed to 84% and 6%, respectively, for the parametric estimates.
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evaluated. To be sure that the applications are comparable, all nine techniques use the same efficiency
concept (economic efficiency), the same sample of banks, the same time period, the same specifications of
mnputs and outputs, and (for the parametric methods) the same functional form. To be sure that the results
do not depend upon any one particular economic environment of the banking industry or any peculiarities
of any one small group of banks, we estimate the average efficiency over time of a panel of 683 banks over
a 12-year period during which there were significant changes in the banking industry. This experimental
design helps assure that the observed differences in efficiency scores reflect the effects of the differences in
the measurement techniques, rather than any of these other factors.

Our examination of the consistency conditions is in the spirit of Charnes, Cooper, and Sueyoshi
(1988), who advocated the “methodological cross-checking™ of results that have policy importance. Our
application is also in concordance with Leamer and Leonard (1983) and Leamer (1994), who emphasized
assessing the “fragility” of one’s results by reporting the results of diverse or “extreme” models to better
understand the implications of one’s analysis. We believe that our estimation of nine different models using
12 years of data, and applying all six consistency requirements to the nine models qualifies as “extreme,” and
if there is “fragility” in the findings across efficiency approaches, we are likely to find it. As well, if there
are dimensions of consistency in the frontier efficiency approaches, we should also be able to find some
evidence of these consistencies.

The remainder of this paper is organized as follows. Section II outlines the four frontier efficiency
approaches, and Section III reviews carlier studies that compared two or more approaches. Section IV
describes the data set and model specifications, and Section V applies the consistency conditions to the nine
efficiency techniques. Section VI pulls all of this information together and draws some conclusions about
the consistency of the various frontier efficiency approaches for use in regulatory analysis, and discusses
some avenues for future research.

II. The Four Frontier Efficiency Approaches

As noted above, the four frontier approaches differ in the assumptions made about the shape of the
frontier, the treatment of random error, and the distributions assumed for inefficiency and random error.
These methods also often differ in whether the underlying concept of efficiency is technological or economic,

with the nonparametric DEA studies usually measuring technological efficiency and the parametric SFA,
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TFA, and DFA studies usually measuring economic efficiency. In this section, we briefly review the
methods, focusing on the underlying concepts and assumptions, rather than the technical details of the
estimation methods which have already been well-explained in several comprehensive surveys.?

We begin by discussing the efficiency concepts, and then assess the four frontier approaches.
Technological efficiency, or technical efficiency as it is sometimes called, focuses on levels of inputs relative
to levels of outputs. To be technologically efficient, a firm must either minimize its inputs given outputs or
maximize its outputs given inputs. Economic efficiency is a broader concept than technological efficiency,
in that economic efficiency also involves optimally choosing the levels and mixes of inputs and/or outputs
based on reactions to market prices. To be economically efficient, a firm has to choose its input and/or output
levels and mixes so as to optimize an economic goal, usually cost minimization or profit maximization.
Economic efficiency requires technological efficiency as well as allocative efficiency -- i.e, the optimal inputs
and/or outputs are chosen based on both the production technology and the relative prices in the market. It
is quite plausible that some firms that are relatively technologically efficient are relatively economically
inefficient and vice versa, depending upon the relationship between managers’ abilities to use the best
technology and their abilities to respond to market signals. Therefore, the use of the two different efficiency
concepts may give significantly different rankings of firms, even for a given frontier approach. Technological
efficiency scores will also tend to be higher than economic efficiency scores on average, all else equal,
because economic efficiency sets a higher standard that includes allocative efficiency.

Technological efficiency requires only input and output data, but economic efficiency also requires
price data. Most of the early nonparametric frontier models (¢.g., Charnes, Cooper, and Rhodes 1978) as well
as some of the early parametric frontier models (e.g., Aigner, Lovell, and Schmidt 1977) focused on
technological efficiency. In fact, DEA was developed specifically for measuring technological efficiency in
the public and not-for-profit sectors, where prices may not be available or reliable, and the assumption of cost
minimizing or profit maximizing behavior may not be appropriate (Charnes, Cooper, and Rhodes 1978).

However, in recent efficiency analyses, there is usually a difference in the efficiency concept

* See, for example, the surveys by Banker, Charnes, Cooper, Swarts, and Thomas (1989), Bauer (1990),
Seiford and Thrall (1990), Ali and Seiford (1993), Greene (1993), Grosskopf (1993), Lovell (1993), or
Charnes, Cooper, Lewin, and Seiford (1994).
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employed between the nonparametric and parametric approaches. Most nonparametric DEA studies continue
to apply technological efficiency to inputs and outputs, although a few studies do use cost-based DEA (e.g.,
Ferrier and Lovell 1990, Ferrier, Grosskopf, Hayes, and Yaisawarng 1993, Cummins and Zi 1998). In
contrast, virtually all recent parametric SFA, TFA, and DFA studies employ prices and examine economic
efficiency.” This means that in most cases, efficiency scores generated by DEA are not fully comparable to
those of SFA, TFA, and DFA.

We argue here for the appropriateness of economic efficiency for use in the regulatory analysis of
financial institutions. Price data do exist for financial institutions, and cost minimization and profit
maximization are likely important behavioral objectives. Moreover, the economic inefficiencies of financial
institutions are better measures for regulators to use in evaluating the costs and benefits to society of various
policies than are the technological inefficiencies, which do not put value weights on the inputs wasted or
outputs not produced. Using technological efficiency in place of economic efficiency, thus neglecting
allocative efficiency, would likely increase the level of average efficiency (condition i), affect the overall
rankings of financial institutions and the identification of best practice and worst practice firms (conditions
i1 and ii1), and may reduce the consistency of measured efficiency with the state of competition in banking
markets and with standard nonfrontier measures of performance (conditions v and vi), which generally
depend on economic reactions to market prices. Therefore, in all the empirical applications in this paper
(including DEA), we incorporate price data and employ the concept of economic optimization.

We choose cost minimization over profit maximization because it is a more commonly specified and
accepted efficiency concept in the literature, and because there are problems measuring output prices from
the bank Call Reports during the first part of our sample (prior to 1984). Ideally, both cost and profit
specifications would be employed and compared, but examining our six consistency conditions over nine
different efficiency techniques already seem to strain the very limits of space and time. We recommend that

future investigations follow this path.

* The move to economic efficiency by the parametric studies may have been motivated in large part by
another concern -- the need to account for multiple outputs. Unlike with DEA, this cannot be accomplished
in a single parametric production function, but can be handled in cost or profit functions, which would
normally include prices as arguments. However, with recent advances in distance function estimation,
multiple outputs can now be handled in production settings.

;
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Data_Envelopment Analysis (DEA). Nonparametric approaches to measuring efficiency,
represented here by DEA (but also including the Free Disposal Hull or FDH), use linear programming

techniques. In the usual radial forms of DEA that are based on technological efficiency, efficient firms are
those for which no other firm or linear combination of firms produces as much or more of every output (given
inputs) or uses as little or less of every input (given outputs). The DEA efficient frontier is composed of these
undominated firms and the piecewise linear segments that connect the set of input/output combinations of
these firms, yielding a convex production possibilities set.” In the version of DEA we apply here which is
based on economic efficiency, efficient firms are those which minimize the cost of producing their observed
outputs given the best-practice technology and input prices.® An obvious benefit of DEA is that it does not
require the explicit specification of a functional form and so imposes very little structure on the shape of the
efficient frontier.

A potential problem of “self-identifiers” and “near-self-identifiers” may arise when DEA is applied.
Under the usual radial forms of DEA, each firm can only be compared to firms on the frontier or their linear
combinations with the same or more of every output (given inputs) or the same or fewer of every input (given
outputs). In addition, other constraints are often imposed on DEA problems which require comparability with
linear combinations of other firms. Other constraints specified in financial institutions research include
quality controls, such as the number of branches or average bank account size, or environmental variables,
such as controls for state regulatory environment. These other constraints potentially apply to both the radial
and cost-based forms of DEA. Having to match other firms in so many dimensions can result in firms being
measured as highly efficient solely because no other firms or few other firms (and their linear combinations)
have comparable values of inputs, outputs, or other constrained variables.” That is, some firms may be self-
identified as 100% efficient not because they dominate any other firms, but simply because no other firms

or linecar combination of firms are comparable in so many dimensions. Similarly, other firms may be

* DEA presumes that lincar substitution is possible between observed input combinations on a piecewise
linear frontier while FDH presumes that no substitution is possible.

¢ In applying DEA, we followed procedures outlined in Fare, Grosskopf, and Lovell (1994). Variable
returns to scale were permitted through use of a side summation restriction in the linear program.

7 While new procedures have been devised to test for and limit extraneous specification of inputs and
outputs or other constraints (e.g., Lovell and Pastor 1997), their application is not yet common.



10

measured as 100% efficient or nearly 100% efficient because there are only a few other observations with
which they are comparable. The problem of self-identifiers and near-self-identifiers most often arises when
there are a small number of observations relative to the number of inputs, outputs, and other constraints, so
that a large proportion of the observations are difficult to match in all dimensions. Some empirical evidence
from the literature on this point is presented below.

Our DEA application tries to minimize the self-identifier problem in three ways. First, we use input
prices in a cost-based DEA methodology. In the usual radial input-based (output-based) DEA applications,
input mix (output mix) is held constant, so firms with unusual input (output) mixes may be found to be self-
identifiers or near-self-identifiers. We can compare any input mix in our application by combining input
prices and quantities and comparing total costs, rather than having to compare firms in every input dimension.
Second, we do not impose any extra constraints on our DEA problem, so firms only have to minimize costs
relative to other firms or linear combinations of firms producing the same output bundle. By specifying costs
and by imposing no extra constraints, we can only have self-identifiers or near-self-identifiers to the extent
that the output bundles of some banks cannot be casily replicated by linear combinations of other banks.®
Third, we use a relatively large number of observations relative to the small number of constraints in our DEA
problems, so that most firms will have quite a few lincar combinations of other firms that are comparable.
Specifically, we solve cost minimizing linear programming problems with data on 683 observations for each
single year (DEA-S), specifying 4 outputs and no other constraints. We also combine all 12 years of data into
a panel (DEA-P), where the reference set is constant over the entire period, for a total of 8196 observations.’

One potential problem with DEA that we do not try to solve is that DEA usually does not allow for
random error due to measurement problems associated with using accounting data, good or bad luck that
temporarily raises or lowers inputs or outputs, or specification error such as excluded inputs and outputs and
imposing the piecewise linear shape on the frontier. Any random errors that do exist may be counted as

differences in efficiency by DEA. Presumably, this would result in lower average efficiency, as there will

*The comparability problems for both inputs and outputs could be solved by using a profit-based DEA
approach (e.g., Fare and Whittaker 1996).

°In our empirical application of cost-based DEA, none of the banks that were identified as technologically
efficient were found to be cost efficient. This suggests that including prices and accounting for allocative
inefficiency helps ameliorate the potential self-identifier problem.
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be more dispersion in the data, unless there is some unusual statistical association between random error and
“true” efficiency. This effect may be quite large, since the random error in a single observation on the
efficient frontier will affect the measured efficiency of all of the firms that are compared to any linear
combination on the frontier involving this firm.'°

Stochastic Frontier Approach (SFA). The parametric methods -- SFA, TFA, and DFA -- have a
disadvantage relative to the nonparametric methods of having to impose more structure on the shape of the
frontier by specifying a functional form for it. As noted above, we choose a cost function specification here.
However, an advantage of the parametric methods is that they allow for random error, so these methods are
less likely to misidentify measurement error, transitory differences in cost, or specification error as
inefficiency. The primary challenge in implementing the parametric methods is determining how best to
separate random error from inefficiency, since neither of them are observed. The parametric methods SFA,
TFA, and DFA differ in the distributional assumptions imposed to accomplish this disentanglement.

SFA employs a composed error model in which inefficiencies are assumed to follow an asymmetric
distribution, usually the half-normal, while random errors are assumed to follow a symmetric distribution,
usually the standard normal (Aigner, Lovell, and Schmidt 1977). That is, the error term from the cost
function is given by € = pu + v, where p > 0 represents inefficiency and follows a half-normal distribution,
and v represents random error and behaves according to a normal distribution. The reasoning is that
inefficiencies cannot subtract from costs, and so must be drawn from a truncated distribution, whereas random
error can both add and subtract costs, and so may be drawn from a symmetric distribution. Both the
inefficiencies p and the random errors v are assumed to be orthogonal to the input prices, output quantities,
and any other cost function regressors specified. The efficiency of each firm is based on the conditional mean
(or mode) of inefficiency term i, given the residual which is an estimate of the composed error €.

Greene (1990) and others have argued that alternative distributions for inefficiency may be more
appropriate than the half-normal, and the application of different distributions sometimes do matter to the

average efficiencies found for financial institutions (¢.g., Yuengert 1993, Mester 1996, Berger and DeYoung

' There are some efforts to deal with random error in DEA using bootstrapping to gain statistical inference
(e.g., Simar and Wilson 1995, Ferrier and Hirschberg 1997) and chance-constrained programming to reduce
the effects of noise (e.g., Land, Lovell. and Thore 1993). See Grosskopf (1996) for a survey of these
approaches.
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1997). We argue here that any distributional assumptions simply imposed without basis in fact are quite
arbitrary and could lead to significant error in estimating individual firm efficiencies. For example, the half-
no