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Abstract

This paper studies the business-cycle 
uctuations predicted by a two-sector endogenous-

business-cycle model with sector-speci�c external increasing returns to scale. It focuses on

aspects of actual 
uctuations that have been identi�ed both as de�ning features of the business

cycle and as ones that standard real-business-cycle models cannot explain: the autocorrelation

function of output growth, the impulse response function of output to demand shocks, and the

forecastable movements of output, hours, and consumption. For empirically realistic calibrations

of the degree of sector-speci�c external returns to scale, the results suggest that endogenous


uctuations do not provide the dynamic element that is missing in existing real-business-cycle

models.
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1 Introduction

The hypothesis that actual business-cycle 
uctuations are|at least in part|endogenous has a long

history in economics. But only recently were endogenous-business-cycle models developed whose

empirical validity can be evaluated using methods that have been standard in modern business-

cycle research since the pioneering contribution of Kydland and Prescott (1982). In this class

of endogenous-business-cycle models, the possibility of aggregate 
uctuations typically arises as a

consequence of increasing returns (e.g., Farmer and Guo, 1994) or variable markups of prices over

marginal costs (e.g., Gal��, 1994 and Schmitt-Groh�e, 1997). However, these models have been crit-

icized as empirically implausible because endogenous 
uctuations arise only for increasing returns

or markups that are signi�cantly larger than available empirical estimates (Basu and Fernald, 1997;

Schmitt-Groh�e, 1997). This criticism lead to the development of models that display indeterminacy

of the rational expectations equilibrium for substantially smaller returns to scale. An example is

Benhabib and Farmer's (1996) model with sector-speci�c external returns to scale in the investment

and consumption sectors. In this model the rational expectations equilibrium is indeterminate not

only for substantially smaller values of returns to scale than in previous models but also, and more

importantly, for values of sector-speci�c returns to scale that are empirically realistic (Harrison,

1996).

As a result, the endogenous-business-cycle hypothesis can no longer be dismissed simply on the

grounds that endogenous 
uctuations occur only for unrealistic parameter speci�cations. Instead,

its empirical relevance should be evaluated by comparing its predictions both to actual data and

to predictions of alternative theories of the business cycle. The theoretical framework studied in

this paper is a two-sector endogenous-business-cycle model with sector-speci�c external increasing

returns to scale similar to the one developed by Benhabib and Farmer (1996). However, unlike

in the Benhabib and Farmer model, where the production of both consumption and investment

goods are subject to external returns to scale, increasing returns are limited to the production of

investment goods since empirical studies have shown that the production of consumption goods

exhibits constant returns to scale (Harrison, 1996).

The main question studied is whether the endogenous-business-cycle model can explain aspects

of actual 
uctuations that have been identi�ed in the existing literature as ones that any con-

vincing business-cycle model should be able to explain and that, at the same time, the standard

real-business paradigm cannot explain. For example, Cogley and Nason (1995) demonstrate that

standard real-business-cycle models cannot explain two stylized facts about U.S. GNP: positive

serial correlation of GNP growth and a hump-shaped impulse response function to innovations in

the temporary component. The endogenous-business-cycle model predicts that output growth is

positively serially correlated and, indeed, much more so than a standard real-business-cycle model

predicts. However, when the hypothesis that the endogenous-business-cycle model can account for

the �rst eight autocorrelation coe�cients of output growth is formally tested, it is rejected. This

result is unchanged when a second source of uncertainty in the form of technology shocks is added.

In the work of Cogley and Nason, the temporary component in actual GNP is identi�ed using
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the method of Blanchard and Quah (1989) and is modeled in the theoretical economy as shocks

to government spending. The fact that the model studied in this paper allows for equilibria with

endogenous sources of uncertainty o�ers a novel interpretation of the innovations to the temporary

component of GNP as sunspot shocks. The analysis suggests, however, that this identi�cation is

not successful in the sense that the theoretical model fails to predict the hump-shaped response

to innovations in the temporary component so identi�ed. Furthermore, the predicted impulse re-

sponses to innovations in the temporary and permanent component of GNP last much longer in

the theoretical economy than in actual data. Rotemberg and Woodford (1996) highlight a further

de�ning characteristic of actual business-cycle 
uctuations that the real-business-cycle paradigm

cannot explain. They demonstrate that real-business-cycle models (i) imply that output, hours,

and consumption should not all be expected to move in the same direction whereas in the data

forecastable changes in these three series are strongly positively correlated with each other and (ii)

can explain only about 1 percent of the actual variance in forecastable movements in output. The

results of this paper suggests that the endogenous-business-cycle model, like a real-business-cycle

model, fails to predict the positive comovement among forecastable changes in output, hours, and

consumption present in the data.

Finally, the model is modi�ed to address the failure of the baseline model to predict procyclical

consumption growth in the absence of intrinsic uncertainty. The baseline model predicts that

output and consumption move in opposite directions in response to a sunspot shock because the

labor demand schedule is downward sloping and �xed in the short run. Thus an increase in

equilibrium hours in response to sunspot shocks is necessarily associated with a decline in the real

wage. If consumption is a normal good, then consumption and hours and hence consumption and

output will move in opposite directions. Rotemberg and Woodford (1992) show that the presence of

countercyclical markups can imply that wages and output move in the same direction in response to

demand shocks. Because a sunspot shock is similar to a demand shock (in the sense that it a�ects

labor supply rather than labor demand) it has been conjectured that an endogenous-business-cycle

model with countercyclical markups can predict procyclical consumption. Accordingly, the paper

studies an extension of Gal��'s (1994) model that allows for sector-speci�c external returns to scale in

the investment sector so that endogenous 
uctuations arise for much smaller equilibrium markups

than in Gal��'s original model. However, given empirically realistic values for the markup, this

model, like the Benhabib and Farmer model, predicts countercyclical consumption growth in the

absence of intrinsic uncertainty.

The remainder of the paper is organized as follows. Section 2 describes the model and its

calibration. Section 3.1 presents the model's predictions about the volatility of hours, consumption,

and investment growth relative to output growth, their �rst-order serial correlations, and the cross-

correlations between these variables and output growth. Section 3.2 investigates the autocorrelation

function of output growth. Section 3.3 studies responses to permanent and temporary disturbances,

and section 3.4 analyzes forecastable movements in output, hours, and consumption. Section 4

explores whether an endogenous-business-cycle model with countercyclical markups can account
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for the observed procyclicality of consumption growth, and section 5 concludes.

2 The model

The economy is assumed to be populated by a large number of identical in�nitely lived households.

The representative household chooses paths for consumption fCtg and total hours of work fHtg so

as to maximize its lifetime utility,

E0

1X
t=0

�tu(Ct;Ht); (1)

subject to the following period{by{period budget constraint:

Ct + St � wtHt +RtSt�1:

The period utility function u(:) is assumed to be concave, increasing in Ct and decreasing in Ht.

St denotes household savings in period t, wt denotes the wage rate in period t, and Rt denotes the

(stochastic) gross rate of return on savings held from period t � 1 to period t. The household is

also subject to some type of borrowing limit that prevents it from engaging in Ponzi-type schemes.

The �rst order conditions associated with the household's optimization problem are

uc(Ct;Ht) = �t; (2)

�uh(Ct;Ht) = �twt; and (3)

�t = �Et�t+1Rt+1; (4)

where �t is the marginal utility of wealth in period t. Solving (2) and (3) for Ct and Ht as functions

of �t and wt yields the following household demand and labor supply functions:

Ct = C(�t; wt); and (5)

Ht = H(�t; wt): (6)

I will assume that preferences are compatible with balanced growth in consumption and wages and

stationary hours. As shown in King, Plosser, and Rebelo (1988a), this assumption implies that

there must exist a � > 0 such that (5) is homogeneous of degree one in (w; ��1=�) and that (6) is

homogeneous of degree zero in (w; ��1=�).1

The production side of the economy consists of two sectors. One sector produces consumption

goods, and the other produces investment goods. Consumption is produced by competitive �rms

using the technology

Ct = (Kc
t )
�c(ztH

c
t )

(1��c); (7)

1Rotemberg and Woodford (1992) show that these homogeneity assumptions further imply that �hw = ��h�,

�cw = 1 + ��c�, and �cw = (� � 1)=�sh=sc�hw, where �ij for i = c; h and for j = �;w denotes the elasticity of i with

respect to j in steady state.
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where Kc
t denotes capital used in the production of consumption goods in period t, and Hc

t denotes

hours worked in the consumption sector in period t. The variable zt denotes the exogenous level of

technology whose law of motion is given by

log zt = log 
z + log zt�1 + �z�
z
t ; (8)

where 
z > 1, �z > 0, and f�zt g is a mean-zero independently and identically distributed random

variable with unit variance. Given the assumption of constant returns, perfect competition, and

perfect mobility of labor and capital across sectors, the demands for factor inputs in the consump-

tion sector are given by

wt = (1� �c)Ct=H
c
t ; and (9)

ut = �cCt=K
c
t ; (10)

where ut is the rental rate of capital measured in units of consumption. Investment is produced by

competitive �rms using the technology

It = At(K
i
t)
�i(ztH

i
t)
(1��i); (11)

where Ki
t and Hi

t are the capital and labor inputs in the investment sector in period t, and At is

an external factor that �rms take as given when choosing their factor inputs. Letting pt denote the

price of one unit of the investment good in units of the consumption good, the demand for capital

and labor in the investment sector is

wt = (1� �i)ptIt=H
i
t ; and (12)

ut = �iptIt=K
i
t : (13)

The external factor is assumed to take the form

At = (�It=zt)
�I

1+�I ; (14)

where �It is the aggregate level of output in the investment industry that each �rm individually

takes as given. In equilibrium, It equals �It so that the degree of external returns to scale in the

investment sector is �I . If �I = 0, then returns to scale in the investment sector are constant, and

if, in addition, �i = �c, the model reduces to a standard one-sector real-business-cycle model like

the one studied in King, Plosser, and Rebelo (1988b).

Market clearing in the labor market requires that total hours supplied are equal to labor demand

Ht = Hi
t +Hc

t : (15)

The aggregate capital stock, Kt, is equal to the sum of capital used in the investment sector and
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capital used in the consumption sector

Kt = Ki
t +Kc

t : (16)

It depreciates at the rate � 2 (0; 1). The aggregate capital stock in period t + 1 is equal to the

undepreciated part of the current capital stock in period t plus investment spending in period t,

Kt+1 = (1� �)Kt + It; (17)

and thus is determined in period t. Capital is one of the assets available to households. The rate

of return on investing in capital is equal to [ut+1+ pt+1(1� �)]=pt. Using this expression to replace

Rt+1 in (4) yields

�t = �Et�t+1
ut+1 + pt+1(1� �)

pt
: (18)

An equilibrium is a set of sequences fCt;Ht; wt; ut; pt;H
i
t ;K

i
t ;H

c
t ;K

c
t ;Kt; It; �t; Atg satisfying

(2){(3), (7), (9){(18), and a no-Ponzi condition given K0 and the exogenous process fztg described

in equation 8. I restrict the analysis to small 
uctuations around a steady-state growth path and

approximate a stationary equilibrium involving small 
uctuations around a steady state growth path

by the solution to a log-linear approximation to the equilibrium conditions as in King, Plosser, and

Rebelo (1988a). The coe�cients involved in this log-linear approximation can be related to factor

shares and factor elasticities of the model observed along the steady-state growth path.

2.1 Calibration

The main reason for considering the particular endogenous-business-cycle model described above

is that expectations-driven 
uctuations arise for empirically realistic calibrations of the degree

of returns to scale. Benhabib and Farmer (1996) demonstrate that in this model the rational

expectations equilibrium is indeterminate when external returns to scale in both the investment

and the consumption sectors are positive. Building on the work of Benhabib and Farmer, Harrison

(1996) shows that indeterminacy occurs even if returns to scale are constant in the consumption

sector as long as returns to scale in the investment sector are large enough.2 To calibrate the degree

of external returns to scale in the investment sector, I draw on the empirical estimates presented

in Harrison (1996). She constructs estimates of the size of returns to scale in the consumption

and investment sectors individually using 2-digit and 4-digit U.S. manufacturing data. For the

investment sector, Harrison �nds that the null hypothesis of constant internal and positive external

returns to scale cannot be rejected. Her point estimates of external returns to scale in the investment

2The same insight can be found in Perli (1995). Perli considers a two-sector model with external increasing

returns to scale in the sector that produces the investment good and constant returns to scale in the other sector

that produces consumption goods. He demonstrates that the rational expectations equilibrium is indeterminate for

su�ciently large returns to scale in the investment sector. Contrary to Benhabib and Farmer's or Harrison's model,

Perli's model allows for the possibility that the investment good can also be used for consumption (this assumption

is, however, inessential for the indeterminacy result).
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sector lie between .060 and .067, depending on whether the 2-digit or the 4-digit data set is used

and depending on the set of instruments in the regressions.3

The other parameters that need to be calibrated can be found in most quantitative business-

cycle studies, and I follow that literature by assuming that the drift in the technology process, 
z,

is equal to 1.6 percent per year; the intertemporal elasticity of substitution, �, is equal to 1; the

real interest rate, r, is 4 percent per year; and the depreciation rate, �, is 10 percent per year.

The remaining three parameters to be calibrated are the labor share in the consumption and the

investment sectors, 1 � �c and 1 � �i, respectively, and the elasticity of labor supply, �hw. The

minimum degree of external returns to scale for which the equilibrium is indeterminate is a function

of all parameters of the model but is most sensitive to the values of the labor shares and the labor

supply elasticity. Speci�cally, the higher the labor shares and the labor supply elasticity, the smaller

is the minimum degree of returns to scale that renders the equilibrium indeterminate. To ensure

that the equilibrium is indeterminate for values for the investment externality, �I , that lie within

a 95 percent con�dence interval around that point estimate, I assume that labor is indivisible as

in Hansen (1985)|that is, �hw = 1,|and that both labor shares are equal to 70 percent. For

this calibration of the model, the rational expectations equilibrium is locally indeterminate for

�I > :091. The highest degree of external returns to scale that lies within the respective 95 percent

con�dence intervals around Harrison's point estimates for �I is .1, and thus I assign this value to

the investment-speci�c externality.

3 Comparing predicted with observed 
uctuations

To evaluate the ability of the endogenous-business-cycle model developed in section 2 to explain

the character of aggregate 
uctuations observed in the U.S. economy, I compare its predictions

about four aspects of the business cycle to the data. First, I ask whether the model can explain

simple measures of comovements in output, consumption, investment, and hours growth. Second,

I analyze whether the model can account for the observed characteristics of the autocorrelation

function of output growth. Third, I compare the responses of output and hours to permanent and

temporary disturbances predicted by the model with those estimated from U.S. data, and �nally

I investigate whether the model can capture the comovements of forecastable changes in output,

hours, and consumption.

3Basu and Fernald (1995) argue that there are no signi�cant external e�ects in 2-digit U.S. manufacturing industry

data. Harrison uses the same data source as Basu and Fernald but arrives at a di�erent conclusion. One di�erence

between the two studies is that in Harrison industries belonging to the investment sector need not have the same size

externality as industries belonging to the consumption sector, whereas in Basu and Fernald the degree of externality

is constrained to be the same across all industries considered. Burnside (1996) estimates returns to scale for each

2-digit manufacturing industry individually using the same data as Basu and Fernald. He also argues that there are

no signi�cant external returns to scale in 2-digit U.S. manufacturing data. However, like Basu and Fernald, he does

not allow for sector-speci�c externalities.
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3.1 Simple measures of comovement

The standard tool to evaluate the empirical success of a particular business-cycle model is to com-

pare the predictions a calibrated version of the model makes about a small set of unconditional

second moments with their empirical counterparts. This methodology has been applied in the real

as well as in the endogenous-business-cycle literature. For example, Benhabib and Farmer (1996)

analyze a version of the model presented in section 2 driven by transitory, though persistent, shocks

to the level of technology and by sunspot shocks that are perfectly correlated with the innovations

to the level of technology. They conclude that, while the model-implied population moments do not

exactly match the data, they are not implausibly di�erent either. In a one-sector framework, Farmer

and Guo (1994) show that an endogenous-business-cycle model driven solely by revisions in expec-

tations predicts comovements of macroeconomic aggregates at business-cycle frequencies that are

not clearly less consistent with the data than are those implied by the standard technology-shock-

driven, real-business-cycle model. Similarly, Gal�� (1994) and Schmitt-Groh�e (1997) have shown

that one-sector endogenous-business-cycle models imply simple measures of aggregate comovements

broadly consistent with those observed. However, the one-sector endogenous-business-cycle models

just cited have been criticized on the grounds that the rational expectations equilibrium in these

models is (locally) indeterminate only for unrealistically high returns to scale.

I begin by assuming that there are no shocks to economic fundamentals and that recurring


uctuations in aggregate activity arise solely as a consequence of revisions in agents' expectations

about the future path of the economy. I will refer to such an account of business-cycle 
uctuations

as the endogenous-business-cycle hypothesis. It shares with the baseline real-business-cycle model

the implicit assumption that a single source of uncertainty is capable of accounting for the majority

of 
uctuations. In real-business-cycle theory, this single disturbance takes the form of an innovation

to total factor productivity, whereas in the endogenous-business-cycle theory it re
ects innovations

in people's expectations about the future path of the economy.

Table 1 presents the standard deviation of consumption, hours, and investment growth relative

to the standard deviation of output growth. The �rst row shows estimates from quarterly postwar

Table 1: Estimated and Predicted Standard Deviation Relative to Output Growth

�ct �ht �it
U.S. data 0.52 0.94 2.54

EBC model 0.47 1.45 5.39

RBC model 0.53 0.49 2.47

Note. �xt denotes the change in

the logarithm of X from t-1 to t.

U.S. data,4 the second row shows the relative standard deviations implied by the endogenous-

business-cycle model, and the third row shows, for comparison, the predictions of a real-business-

4The estimates for consumption and investment growth are taken from table 1 of King, Plosser, and Rebelo

(1988b). The statistics of hours are based on the hours time series described in section 3.3.
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cycle model. The predictions of the real-business-cycle model are computed using the same cal-

ibration used for the endogenous-business-model but for the externality in the investment sector

which is set to zero (�I = 0) and the growth rate of technology which is assumed to be stochastic

(�z > 0). In that case, the model collapses to the one-sector real-business-cycle model studied

in King, Plosser, and Rebelo (1988b). The relative volatility of consumption growth predicted

by both the endogenous and the real-business-cycle model is close to the one observed. However,

the relative volatilities of investment and hours growth predicted by the endogenous-business-cycle

model are much larger than those observed. By contrast, the relative volatilities of investment and

hours growth predicted by the real-business-cycle model are slightly smaller than the corresponding

observed relative volatilities.

Table 2 presents the �rst order autocorrelation of consumption, hours, and investment growth.5

As is well known, the real-business-cycle model does not predict positive serial correlation in con-

Table 2: Estimated and Predicted First-Order Autocorrelation

�ct �ht �it
U.S. data 0.16 0.64 0.48

EBC model 0.19 0.16 0.16

RBC model 0.08 -0.04 -0.03

Note. �xt denotes the change in

the logarithm of X from t-1 to t.

sumption, hours, and investment growth (see King, Plosser, and Rebelo 1988b), whereas in U.S.

postwar data these autocorrelations are positive and signi�cantly di�erent from zero. This discrep-

ancy between the data and the predictions of the real-business-cycle model is one of the reasons

that it is sometimes argued that the real-business-cycle model lacks an endogenous propagation

mechanism. Table 2 reveals that the endogenous-business-cycle model can predict some positive

serial correlation in growth rates of the private components of aggregate demand and of aggregate

hours but not so much as is present in the data.

Table 3 presents the cross-correlation of output growth with consumption, hours, and invest-

ment growth. In the data, consumption, investment, and hours growth are positively correlated

Table 3: Estimated and Predicted Cross-Correlation between �yt and �ct+j , �ht+j , and �it+j

�ct+j �ht+j �it+j
j = 1 j = 0 j = �1 j = 1 j = 0 j = �1 j = 1 j = 0 j = �1

U.S. data 0.26 0.45 0.42 0.61 0.77 0.38 0.36 0.61 0.40

EBC model -0.04 -0.95 -0.23 0.13 0.99 0.19 0.14 0.99 0.19

RBC model 0.06 0.99 -0.01 -0.07 0.98 0.00 -0.04 0.99 0.00

Note. �xt+j denotes the change in the logarithm of X from t+ j � 1 to t+ j.

with lagged, future, and contemporaneous output growth. The endogenous-business-cycle model

5The predictions of the model for the autocorrelation of output growth will be discussed in section 3.2.
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can capture the positive cross-correlation between output growth and both investment and hours

growth, but it fails to predict the positive cross-correlation between consumption and output

growth. The real-business-cycle model predicts a contemporaneous correlation of consumption,

investment, and hours with output growth of close to one, which is too high; and for lags of ei-

ther +1 or -1 quarters, it predicts a cross-correlation between output growth and consumption,

investment, or hours growth of zero, which is too low.

In summary, there are two major discrepancies between actual comovements in growth rates

of macroeconomic aggregates and those predicted by the endogenous-business-cycle model: (1)

the volatility of investment and hours growth relative to output growth is excessive, and (2) the

predicted pattern of cross-correlation between consumption and output growth has the wrong sign.

The failure of the endogenous-business-cycle model to account for the observed cross-correlation

between consumption and output growth stems from the fact that the model predicts a near perfect

negative correlation between wages and output. The model implies an aggregate labor demand

curve that is decreasing in the wage rate.6 Ignoring for the moment movements in the aggregate

capital stock, the model implies that any increase in aggregate hours (and thus output) is associated

with a decrease in the wage rate since the economy is restricted to moving along the downward-

sloping labor demand curve.7 In equilibrium, movements along the downward-sloping labor demand

curve have to be associated with shifts in the labor supply curve. Provided consumption and

leisure are normal goods, consumption and wages will move along such an equilibrium path in the

same direction. And the negative correlation between wages and output thus implies a negative

correlation between consumption and output.

Suppose that, in response to an extrinsic shock, consumption is higher than it was expected to

be last period. From our assumptions about preferences it follows that the increase in consumption

must be associated with an increase in wages. Because the aggregate capital stock is predetermined,

the aggregate labor demand curve is unchanged, and an increase in wages must be associated with

a decline in aggregate hours. Therefore, current output has to be lower than expected implying

a conditional correlation between output and consumption growth that is negative. The overall

correlation between the level or the growth rate of consumption and the respective measure of output

might still be positive because of the positive overall correlation between capital and output.8 These

arguments suggest that for the endogenous-business-cycle model studied here to predict procyclical

consumption growth, some source of fundamental uncertainty must be added to the model.

6To see this, note that, since �c = �
i, the capital{labor ratio is the same in both sectors. The labor demand sched-

ule in the consumption sector is given by Hc
t = (

(1��)z
1��

t

wt
)(1=�)Kc

t . Therefore, Ht = H
c
t +H

i
t = (

(1��)z
1��

t

wt
)(1=�)Kt.

7Christiano and Eichenbaum (1992) argue that the single most salient shortcoming of one-shock real-business-

cycle models is that they cannot predict the \Dunlop{Tarshis observation" |the observed near-zero correlation

between labor productivity and aggregate hours. The endogenous-business-cycle model also fails to correctly predict

the Dunlop{Tarshis observation. Contrary to the real-business-cycle model, which predicts a near-perfect positive

correlation (.94), the endogenous-business-cycle model fails because it predicts a near-perfect negative correlation

(-.98).
8For example, Benhabib and Farmer (1996) report an overall correlation between the level of output and the level

of consumption in the endogenous-business-cycle model of 0.32. Their calibration di�ers from the one I use in that

it assumes a lower labor share of .65, no growth, and an externality of .2 in the investment and consumption sectors.

However, for this calibration, the overall correlation between output and consumption growth is still negative at -.59.
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Speci�cally, I introduce intrinsic uncertainty by assuming that the logarithm of the level of

technology follows a random walk with drift, as described in (8). This assumption implies that a

positive technology shock has a permanent e�ect on the level of output and is motivated by the

fact that, as many authors have shown, U.S. output can be characterized as a unit-root process.

The purpose of the extension is twofold. First, the introduction of a technology shock enables the

model to predict procyclical wages and, hence, procyclical consumption. The second purpose is to

document that, when augmenting the real-business-cycle model with belief shocks or alternatively

augmenting the endogenous-business-cycle model with technology shocks, there exist assumptions

for the joint stochastic process for the sunspot and the technology shock such that the predictions

of both models are improved.

To complete the calibration of the model, the coordination mechanism to revise expectations

must be speci�ed. This mechanism is described by the covariance matrix between technology and

sunspot shocks. The covariance matrix has three free parameters: the variance of the sunspot or

belief innovation, �2b ; the variance of the technology growth innovation, �2z ; and the correlation

between the sunspot and the technology shock, �bz. Because the approximate model solution is

linear, the comovements analyzed in tables 1{3 depend only on the ratio
�2
b

�2z
and the correlation

between the technology and sunspot shocks, �bz. I calibrate these two free parameters so as to match

the relative volatility of consumption and hours growth. The result of this calibration strategy is to

set the variance of the sunspot shock one �fth that of the technology shock and to set the correlation

between the sunspot and the technology shock to -.965. Table 4 presents the results. As expected,

Table 4: Predicted Comovements when the Model is Subject to Technology and Belief Disturbances

�ct �ht �it
Std. dev. relative to �yt 0.52 0.94 3.74

Autocorrelation 0.15 0.77 0.72

Cross-correlation with

�yt�1 -0.27 0.65 0.62

�yt 0.37 0.86 0.92

�yt+1 -0.06 0.53 0.53

adding a technology shock generates procyclical consumption growth in the model.9 The predicted

cross-correlations between consumption growth and lagged or leading output growth are still of the

wrong sign. Overall, the results suggest that, at least with respect to the �fteen moments considered

here, the endogenous-business-cycle model augmented with technology shocks is more consistent

with the data. In addition, it is more consistent with the data than a standard real-business-cycle

model, since it can account for positive serial correlation, positive cross-correlation at lags of +1 or -

1 quarters (with the exception of consumption), and positive but less-than-perfect contemporaneous

comovements in growth rates of consumption, hours, and investment (which are the three main

9Other authors have analyzed the comovement of consumption and output in an endogenous-business-cycle model

driven by sunspot and technology shocks. For example, Weder (1997) shows that the level of Hodrick{Prescott

detrended consumption is positively correlated with the level of detrended output.
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problems of the real-business-cycle model) without doing worse along the other dimensions.10 In

this context it is interesting to note that adding an additional source of fundamental uncertainty

to the real-business-cycle model does not seem to eliminate the three principal shortcomings of

the real-business-cycle model mentioned above. For example, adding a demand shock in the form

of stochastic government purchases does not necessarily bring predicted and actual measures of

comovements closer together (see appendix A, tables A1 and A2).

3.2 The autocorrelation function of output growth

One of the central weaknesses of the real-business-cycle paradigm as a convincing explanation of

business-cycle 
uctuations is its failure to predict positive serial correlation in output growth rates.

In U.S. postwar data, real output growth rates are positively serially correlated, and the serial

correlation is signi�cantly greater than zero for lags of one and two quarters (Cogley and Nason,

1995). This discrepancy between actual and theoretical autocorrelation functions was �rst pointed

out by King, Plosser, and Rebelo (1988b) in a real-business-cycle model driven solely by permanent

technology shocks. In particular, their calibrated model predicts that the �rst and second order

serial correlations of output growth are equal to .02, whereas the estimated �rst and second order

serial correlations of output growth are .37 and .22, respectively.

Cogley and Nason (1995) show that this discrepancy between actual and theoretical autocorre-

lation functions is present in a wide class of real-business-cycle models. Speci�cally, they show that

the predicted autocorrelation function of output growth remains close to zero in extensions of the

standard real-business-cycle model that allow for government purchases shocks, home production,

gestation lags, or capital adjustment costs.11

In what follows, I argue that the endogenous-business-cycle model predicts serial correlation in

output growth that is albeit larger and therefore closer to the data but not su�ciently so to be

consistent with the data. Figure 1 shows with a solid line the estimated autocorrelation function of

real per capita output growth using quarterly U.S. data from the second quarter of 1948 to the sec-

ond quarter of 1997.12 The dashed lines describe a two-standard-error con�dence band around the

estimated autocorrelation function. Output growth is positively correlated over short horizons and

has weak, possibly insigni�cant, negative autocorrelation over long horizons. The point estimate

of the �rst-order autocorrelation is .37 with a con�dence interval of (:23; :51) and the second-order

10The model further predicts that corr[�(yt�ht);�ht] = �:16, which is more consistent with the Dunlop{Tarshis

observation than the correlation predicted by the model without intrinsic uncertainty. In my data set, the correlation

between �ht and �(yt � ht) is equal to -.27.
11There are, however, some variations of the real-business-cycle paradigm that correctly predict the positive serial

correlation observed. For example, in the presence of employment lags (as in Burnside, Eichenbaum, and Rebelo, 1993)

or adjustment costs in capital and labor, the predicted �rst-order serial correlation in output growth is consistent with

the data. Other modi�cations of the real-business-cycle that pass the autocorrelation test assume serially correlated

technology growth or government purchases that follow an AR(2) process. However, both of these modi�cations rely

on assumptions about the exogenous driving processes that are counterfactual.
12Output is measured as GNP in chain-weighted 1992 dollars. This series comes from the Department of Com-

merce's Survey of Current Business (table 1.10). The output series is seasonally adjusted. Population is measured

as the civilian, noninstitutional population aged 16 or older. This series comes from the Bureau of Labor Statistics'

Employment Situation Release.

11



autocorrelation is .22 with a con�dence interval of (:06; :38). The autocorrelation function of out-

put growth predicted by the endogenous-business-cycle model is shown with a crossed line. The

endogenous-business-cycle model predicts serial correlation of .18 for lags of one quarter and of .12

for lags of two quarters. The predicted �rst-order serial correlation lies just below the lower bound

of the con�dence band around the estimated autocorrelation function, and the predicted second-

order serial correlation lies well within the band. For comparison, the autocorrelation function

of output growth implied by a real-business-cycle model in which technology shocks are the only

source of uncertainty (the dotted line) is also shown. As discussed earlier, the real-business-cycle

model predicts no autocorrelation in output growth rates.

Next, I address two robustness questions. First, the estimate of the empirical autocorrelation

function is subject to sampling error while the autocorrelation function reported for the theoretical

models is the population autocorrelation function. One can introduce sampling error into the

model autocorrelation function by computing it from simulated time series data. In this way

one can formally test the hypothesis that the di�erence between the estimated and the simulated

autocorrelation functions can be accounted for by the sampling error in the simulated time series

of output growth.13 Second, I investigate how the autocorrelation function predicted by the model

changes when a technology shock is added.

Speci�cally, I test whether the �rst eight autocorrelation coe�cients match the data using the

following generalized Wald statistic:

Qacf = (ĉ� c)0V̂�1
c
(ĉ� c); (19)

where the vector ĉ denotes the �rst eight elements of the estimated autocorrelation function of

output growth, and the vector c denotes the �rst eight elements of the mean of N (=1000) simulated

autocorrelation functions from the model economy. That is,

c =
1

N

NX
i=1

ci;

where ci, the model-implied autocorrelation function, is computed from a simulated time series of

the same length as the actual time series, namely 197 quarters. V̂c is the covariance matrix of the

simulated autocorrelation coe�cients

V̂c =
1

N

NX
i=1

[ci � c][ci � c]
0:

Qacf distributes �
2 with eight degrees of freedom. In the data, only the �rst two autocorrelation

coe�cients of output growth are signi�cant, so testing whether the endogenous-business-cycle model

can explain those might seem more natural. However, the theoretical model predicts non-zero

autocorrelation coe�cients for many more lags than two. To capture whether the model predicts

13The test does, however, not take into account the sampling error of the empirical autocorrelation function.
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su�cient autocorrelation at lags of up to two quarters and not too much autocorrelation at longer

lags, I included eight lags in my formal test.

Figure 2 shows the test statistic Qacf as a function of the volatility of belief shocks relative

to total volatility,
�2
b

�2
b
+�2z

, for di�erent assumptions about the correlation between the belief and

the technology shock, �bz. The horizontal axis measures
�2
b

�2
b
+�2z

, which takes values between zero

and one. For example, a value of zero represents the case that the only source of uncertainty is

technology shocks, and a value of one represents the case that the only source of uncertainty is

belief shocks. I computed Qacf for nine di�erent values of �bz in the interval [-1, 1]. When the belief

innovation is the only source of uncertainty, that is, �2b=(�
2
b + �2z) = 1, Qacf is equal to 19.2. The

associated probability value is .014; therefore, the null hypothesis that the di�erence in the �rst

eight lags of the autocorrelation function of simulated and actual output growth can be explained

by sampling error in the simulated output growth series can be rejected at the 5 percent level.

When a second source of uncertainty in the form of innovations to the growth rate to technology

is introduced, the model fails the Qacf test for all values of �
2
b=(�

2
b + �2z) and �bz at the 5 percent

signi�cance level. Therefore, I conclude that the model fails to explain the autocorrelation function

of output growth at conventional signi�cance levels regardless of the speci�c calibration of the

covariance matrix governing the joint distribution of the technology and the belief shock.

3.3 The propagation of temporary and permanent disturbances

Another weakness of the standard real-business-cycle model is that it cannot account for the em-

pirical regularity that the impulse response of output and hours to demand shocks is hump-shaped

(Cogley and Nason, 1995). It is often claimed that business-cycle models that allow for expectations-

driven 
uctuations have a richer propagation mechanism (see for example Benhabib and Farmer,

1997), and that they, therefore, might be able to account for this empirical regularity better. The

results of this section suggest, however, that the model analyzed in this paper fails to account for

the hump-shaped response of output and hours to a demand shock. In addition, the model fails to

match the observed response of output and hours to a permanent technology shock as well.

The economy is assumed to be subject to two types of disturbance: a fundamental disturbance

and a nonfundamental disturbance. The fundamental disturbance, �z�
z
t , is modeled as an innovation

to the growth rate of technology, so that a positive innovation permanently increases the level of

technology. The nonfundamental disturbance is modeled as revisions in agents' expectations about

the future path of the economy. I allow for the possibility that revisions in expectations are

correlated with technology shocks and refer to the component of the nonfundamental disturbance

that is orthogonal to the technology shock as a demand shock and denote it by �d�
d
t . I wish to

compare the moving average representation (in terms of �dt and �
z
t ) of per capita output growth and

the level of per capita hours implied by the model to the one estimated from postwar U.S. data.

To identify the structural disturbances �dt and �zt in time series data, I exploit the fact that

the model economy implies that the long-run e�ect of innovations in �dt on the level of output

13



is zero, which allows me to use the long-run identi�cation strategy suggested by Blanchard and

Quah (1989). Speci�cally, I estimate a three-lag vector autoregression in the rate of growth of real

per capita output and the logarithm of detrended per capita hours using observations from the

�rst quarter of 1949 to the second quarter of 1997.14 The lag-length of the vector autoregression is

determined using a likelihood-ratio test. Per capita hours have a small positive deterministic trend.

Since per capita hours are assumed to be stationary in the model and in the vector autoregression,

the per capita hours series was detrended.

To �nd the moving average representation of output growth and per capita hours in terms of �dt

and �zt predicted by the theoretical model, I simulate 1,000 time series with 194 observations each,

the same number of observations as in my data set, and apply exactly the same procedure I applied

to the actual time series to each simulated time series. That is, I estimate a vector autoregression

of output growth and hours that includes three lags of the left hand side variables.15 Finally, I

average the 1,000 estimated moving average representations.

To simulate time series from the model, I calibrate it as described in section 2.1. In addition,

values must be assigned to the variance of the innovation in technology, �2z , the variance of belief

shocks, �2b , and the correlation between technology and belief shocks, �bz. I set the standard

deviation of the technology shock equal to .0054, which is the estimated standard deviation of the

innovation in the permanent component of output from the vector autoregression using actual data.

The two remaining free parameters describing the stochastic process for the belief and technology

shock, �b and �bz, are (as in section 3.1) set such that the standard deviations of consumption and

hours growth relative to output growth predicted by the model are equal to those observed.

The parameters �b, �z; and �bz can be interpreted as follows. Under the assumption that the

economy is subject to technology and belief shocks, the system of equilibrium conditions can be

expressed as a bivariate stochastic vector di�erence equation in the (transformed) marginal utility

of income and the (transformed) capital stock

x̂t = P x̂t�1 +R �t; (20)

where x̂t = [�̂t k̂t]
0 is the vector of state variables, P is a 2x2 matrix whose eigenvalues all lie inside

the unit circle, and �t � [�dt �zt ]
0 denotes the vector of structural disturbances with var(�t) = I.

The elements of R determine the covariance matrix of the technology and belief shocks. Because

the capital stock is predetermined, the (transformed) capital stock cannot be a�ected by demand

shocks|that is, the matrix R is lower triangular. The element �R(2; 2) is equal to the standard

deviation of the technology shock, �z, and the two other elements can be expressed in terms of the

standard deviation of belief shocks, �b, and the correlation between the technology and belief shocks,

�bz. If �bz is negative, then a positive technology shock, �zt > 0, raises the (transformed) marginal

14Hours are measured as all private sector hours worked by wage and salary workers on nonfarm payrolls. This

seasonally adjusted series is taken from the Bureau of Labor Statistics' Employment and Earnings Book (table B-10).

The hours series is monthly and has been converted to quarterly averages.
15To treat actual and simulated data symmetrically, the lag-length is chosen to match the one used in the estimation

of the actual vector autoregression. Alternatively, the lag-length could be determined using a likelihood-ratio test.
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utility of income, and from the household's �rst order conditions it follows that the (transformed

level) of consumption falls,|that is, the level of consumption increases by less than the level of

technology. The e�ect of a positive demand shock on the (transformed) marginal utility of income

is given by R(1; 1). I assume that, as a result of a positive demand shock, the marginal utility

of income is higher than expected in the previous period, which leads to higher-than-expected

equilibrium output through the e�ect of this change in the marginal utility of income on labor

supply. The e�ect of an extrinsic demand shock is thus similar to the e�ect of an intrinsic demand

shock such as a government purchases shock. Like a sunspot shock, a government purchases shock

has a negative income e�ect and increases equilibrium output through a positive labor supply

response.

The top panels of �gure 3 show with solid lines the impulse response of the logarithms of output

and hours to a unit demand innovation estimated from postwar U.S. data. Both output and hours

increase on impact, and both responses are hump-shaped. The output response peaks after two

quarters, and the hours response peaks after four quarters; then both responses revert to their

respective steady-state values. The e�ect of the demand shock on output is over after three years,

and the e�ect on hours is over after four years. The impulse response function of output and

hours predicted by the theoretical model is shown with a dashed line. Clearly, the model fails to

replicate the magnitude of the response of output and hours to a one-standard-deviation demand

shock. The model predicts an initial increase in output of .0009, whereas the estimated response

is almost ten times as large at .0087. Similarly, the predicted hours response in the �rst period

is .0021, whereas the estimated response is .0064. The predicted impulse response functions are

slightly hump-shaped.

The bottom panels of �gure 3 show with a solid line the estimated impulse responses of output

and hours to a positive technology shock. Output is estimated to increase on impact and for

several quarters thereafter. The peak response of output takes place after two years, and then

output declines slowly toward its new permanently higher level. The e�ect on output is over after

three years. The model correctly predicts a positive initial response of output that peaks after

about two years, and then declines toward its new permanently higher steady-state level. However,

the model predicts incorrectly that the initial response of output exceeds its long-run response.

Moreover, the predicted peak response is twice as high as the long-run response, whereas the peak

response in the data is only 25 percent higher than the long-run response. The discrepancy between

the predicted and the observed response to a technology shock is even larger in the case of hours.

In the data, positive technology shocks are, at least initially, associated with declines in aggregate

hours.16 In contrast, the model predicts that hours increase on impact. The peak of the predicted

increase in hours is more than �ve times as large as the estimated one.

One potential criticism against the way the theoretical impulse responses shown in �gure 3 were

constructed is that it incorrectly assumes that output growth and the logarithm of hours have a

16Blanchard and Quah (1989) use the unemployment rate rather than total hours. Consistent with my �nding of

an initial decline in total hours in response to a supply shock, they �nd that the unemployment rate �rst rises and

only later falls below its steady-state level.
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third-order autoregressive representation. In fact, one can show that the theoretical model im-

plies an ARMA(1,1) representation (see appendix B). This raises the question of whether one can

adequately approximate the moving-average representation of the model by inverting a three-lag

autoregressive representation. To explore whether the reported discrepancy between model and

data responses is spurious| that is, whether it arises only because the inverted three-lag autore-

gression is a poor approximation of the moving-average process|I also compute the population

impulse response functions. Figure 4 shows with a dotted line the population impulse response

implied by the model and with a solid line the response estimated from actual data (repeated from

�gure 3). The �gure reveals that the discrepancy between actual and predicted population impulse

responses is even greater than the discrepancy between actual impulse responses and predicted

model impulse responses when the model impulse responses are constructed from simulated time

series data. As shown in the top panels, the response of neither output nor hours to a demand

shock is hump-shaped. Further, the predicted population response to a technology shock is much

larger and lasts much longer than that observed in U.S. data.

The magnitude of the initial response of output and hours to a demand shock depends on the

size of the variance of the sunspot shock. For example, under the following alternative calibration

strategy the model predicts about the same initial response of hours to a demand shock as observed

in the data. Suppose the variance of the sunspot shock and its correlation with the technology shock

are set such that the unconditional variance of output growth and the logarithm of per capita hours

predicted by the model are equal to those observed in my sample, :01082 and :03452 respectively.17

However, under this calibration the model does not predict a hump-shaped output or hours response

to demand shocks regardless of whether the model response was computed with the Blanchard{

Quah technique or was identi�ed with as the population impulse response. Moreover, one can show

that the model predictions are robust to variations in �bz, �z, and �b. Therefore, I conclude that

the endogenous-business-cycle model studied in this paper fails to explain the impulse response

functions of output and hours to permanent and temporary disturbances.

3.4 Forecastable movements in output, hours, and consumption

Rotemberg and Woodford (1996) argue that forecastable movements in macroeconomic aggregates

constitute the essence of business-cycle 
uctuations and show that standard real-business-cycle

models are unable to account for the observed comovements of forecastable changes in output,

hours, consumption, and investment. Speci�cally, in U.S. data, forecastable changes in hours, con-

sumption, and investment are positively correlated with forecastable changes in output whereas

real-business-cycle models driven solely by random shocks to the growth rate of technology imply

that hours and consumption should be expected to move in opposite directions. Rotemberg and

Woodford identify this counterfactual prediction of the real-business-cycle model as its most fun-

damental failing. A further shortcoming of standard real-business-cycle models is that they can

explain less than 10 percent of the standard deviation of forecastable changes in output when cali-

17The resulting value for �b
�z

is .75 and that for �bz is -.7.
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brated so as to explain a substantial portion of the standard deviation of actual quarterly changes

in output (Rotemberg and Woodford, 1996). That is, real-business-cycle models imply that the

volatility of forecastable changes in output relative to actual changes in output is signi�cantly

smaller than empirical estimates of this ratio. I will address �rst whether an endogenous-business-

cycle model|that is, a model purely driven by revisions in expectations|provides a plausible

account of the observed volatility of forecastable output changes relative to actual output changes.

Second, I study the model's predictions regarding comovements of forecastable changes in output,

hours, consumption, and investment in the case that business cycles are due either to revisions

in expectations alone or to revisions in expectations in combination with stochastic technological

growth.

Table 5: Estimated and Predicted Standard Deviations of Cumulative Changes in Output

Horizon (in quarters)

1 2 4 8 12 24 1

Estimated standard deviation ofd�ykt .0061 .0105 .0186 .0295 .0322 .0305 .0306

�ykt .0107 .0175 .0274 .0379 .0449 .0549

Predicted standard deviation ofd�ykt .0053 .0105 .0200 .0328 .0351 .0160 .0224

�ykt .0107 .0164 .0255 .0367 .0395 .0265

Note. �ykt denotes the change in the log of output from t to t+ k, while d�ykt denotes the

expectation of this change based on information available at t. The estimated standard

deviations are reproduced from Rotemberg and Woodford (1996).

Table 5 shows estimated and predicted standard deviations of expected and actual k-quarter

changes in output. The empirical estimates of these standard deviations are derived from a vector

autoregression of output growth, the consumption to output ratio, and hours and are reproduced

from table 2 of Rotemberg and Woodford (1996). The predicted standard deviations are computed

using the baseline calibration of the model described in section 2.1. The variance of the sunspot

innovation is chosen so that the predicted variance of actual one-quarter output changes matches its

empirical counterpart.18 Comparing the �rst and third rows of the table shows that the endogenous-

business-cycle model predicts about the same variability in the forecastable component of output

that is present in the data. Beveridge and Nelson (1981) de�ne the cyclical component of a time

series as the di�erence between the current value of the series and the value it is expected to

have in the in�nite future (net of trend). Thus, the last entries of the �rst and third rows of

the table display the estimated and predicted standard deviation of the cyclical component of

output. The endogenous-business-cycle model explains about 75 percent of the standard deviation

of the cyclical component of output. The endogenous-business-cycle model also correctly predicts

the relative variability of forecasted and actual output changes. At the 12-quarter horizon, the

18The resulting value of �b is .0029.
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predicted standard deviation of forecastable changes is about .9 that of actual changes, which

is only slightly higher than the empirical estimate of .7. Comparing these results with those of

Rotemberg and Woodford, it follows that the endogenous-business-cycle model can explain the

variability in forecastable changes in output better than a real-business-cycle model can.19

Table 6: Estimated and Predicted Correlations among Forecasted Changes

Horizon (in quarters)

1 2 4 8 12 24 1

Estimated correlations

Corr
�d�ckt ; d�ykt � .69 .78 .82 .82 .79 .72 .68

Corr
�d�hkt ; d�ykt � .88 .89 .92 .97 .98 .98 .98

Corr
�d�ikt ; d�ykt � .98 .98 .98 .97 .96 .89 .82

Predicted correlations

Corr
�d�ckt ; d�ykt � -.86 -.86 -.87 -.85 -.81 -.77 -.80

Corr
�d�hkt ; d�ykt � .98 .98 .98 .98 .98 .98 .98

Corr
�d�ikt ; d�ykt � .99 .99 .99 .99 .99 .98 .99

Note. d�xkt denotes the expected change in x from t to t+ k based on

information available at t. The estimated correlations are taken from

table 3 in Rotemberg and Woodford (1996).

I now address the question of whether the endogenous{business-cycle model can overcome

Rotemberg and Woodford's main criticism of the real-business-cycle model with stochastic produc-

tivity growth|namely, that it implies counterfactual comovements between forecastable changes in

hours and consumption. Following their methodology, I measure the comovement between output

and other variables by the correlation of their expected k-quarter changes. Table 6 presents esti-

mates and model predictions for the correlation between expected k-quarter changes in output and

corresponding k-quarter changes in consumption, hours, and investment. The model predictions

are computed assuming that the only source of uncertainty is revisions in expectations. The top

panel of the table shows that in postwar U.S. data, expected changes in output are highly positively

correlated with expected changes in consumption, hours, and investment for all forecasting hori-

zons considered. In the case of expected hours and investment changes, the estimated correlation

exceeds .9 for most forecasting horizons. Expected changes in consumption are less correlated with

expected changes in output than are expected hours and investment changes.

The endogenous-business-cycle model correctly predicts the high positive correlation between

expected output changes and expected hours as well as expected investment changes. However, like

the real-business-cycle model, the endogenous-business-cycle model cannot replicate the empirical

19The fact that the model exactly matches the overall variance of 1-quarter changes in output is no coincidence.

The volatility of the sunspot innovation is chosen so as to match this moment. Note, however, that this calibration

strategy does not a�ect the ratio of the volatility of forecasted to actual output changes since this ratio is independent

of �b.
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fact that forecastable changes in consumption are positively correlated with forecastable changes

in hours: the model predicts a negative correlation between expected output and expected con-

sumption changes. In a real-business-cycle model in which preference parameters and factor shares

take the same values as assumed here and the only disturbances are innovations to the growth rate

of technology, the correlation between forecastable changes in output and hours or investment is

equal to one, and the correlation between forecastable changes in output and consumption is equal

to minus one. These correlations take either the value +1 or -1 because, in that model, all variables

can be expressed as a function of the (transformed) capital stock only. In the endogenous-business-

cycle model, the correlation coe�cient can take values other than +1 or -1 because the fact that

expectations about the future path of the economy play an independent role introduces a second

state variable.

Table 7: Predicted Correlations among Forecasted Changes in the Presence of Revisions in Expec-

tations and Stochastic Technological Growth

Horizon (in quarters)

1 2 4 8 12 24 1

Predicted correlations

Corr
�d�ckt ; d�ykt � -.76 -.74 -.73 -.77 -.82 -.85 -.83

Corr
�d�hkt ; d�ykt � .97 .97 .97 .97 .97 .98 .98

Corr
�d�ikt ; d�ykt � .98 .98 .98 .98 .98 .99 .98

Note. d�xkt denotes the expected change in x from t to t+ k based on

information available at t.

One interpretation of the counterfactual prediction regarding the comovement between expected

consumption and output changes is that business cycles are not exclusively caused by revisions in

expectation. In what follows, I allow for intrinsic uncertainty in the form of permanent disturbances

to the level of technology.20 From section 3.3, we know that the propagation of a technology shock

in an endogenous-business-cycle model is quite di�erent from its propagation in a real-business-cycle

model. So that the model's predictions regarding the comovement between forecastable changes

in consumption and forecastable changes in output need not be the same as in the real-business-

cycle model. However, table 7 shows that allowing for stochastic technical progress in addition to

sunspot shocks hardly alters the predicted comovements of forecastable changes.21 In particular,

the prediction of a negative correlation between forecastable consumption and output changes

remains. Moreover, this comovement problem is robust to variations in the parameters �z, �b, and

�bz. Therefore, the introduction of additional disturbances in the form of permanent technology

shocks does not solve the comovement problem regardless of the relative importance of technology

shocks or their correlation with sunspot shocks.

20The results of section 3.1 demonstrated that additional sources of disturbances are necessary to account for the

unconditional correlation between one-quarter changes in consumption and output.
21In table 7, �z, �b and �bz are assumed to take their baseline values, that is, �z = :0054, �2b = :21�2z , and

�bz = �:965.
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4 Countercyclical markups and procyclical consumption

The results of section 3.1 show that in the absence of intrinsic uncertainty the endogenous-business-

cycle model fails to predict procyclical consumption growth. In this section, I extend the endogenous-

business-cycle model to allow for countercyclical markup variations as in Gal�� (1994). I consider

this extension because it has the potential to explain positive comovements between real wages and

hours worked and hence between consumption and hours in the absence of intrinsic uncertainty. A

countercyclical markup acts like a positive productivity shock in the sense that it shifts the labor

demand schedule out, and therefore it becomes possible that hours and real wages move in the

same direction in response to a sunspot shock. By contrast, in the model studied thus far the labor

demand schedule is �xed at least in the short run and so cannot explain a positive comovement

between real wages and equilibrium hours (in the absence of fundamental shocks). If consump-

tion is a normal good, the baseline model implies that hours and consumption move in opposite

directions, resulting in a negative comovement between consumption and output.

The formal development of the countercyclical markup model is presented in appendix C. As in

the baseline model there are two �nal goods, consumption and investment, and the production of

the investment good is subject to sector-speci�c external returns to scale. However, �nal goods are

now assumed to be produced from intermediate inputs, and producers of these intermediate inputs

have market power which allows them to charge prices above marginal cost. The markup of prices

over marginal cost depends on the composition of aggregate demand|in particular, under certain

assumptions the model implies that the equilibrium markup is decreasing in the investment share.

The main di�erence between Gal��'s original model and the one developed in appendix C is the

assumption that the production of investment goods is subject to sector-speci�c external returns to

scale. As a consequence of this assumption, endogenous 
uctuations arise for much lower average

markups in this model than in Gal�� (1994).

To compute the quantitative predictions of the countercyclical markup model two additional

steady-state parameters have to be calibrated: the steady-state markup, �, and elasticity of the

markup with respect to the investment share, ��. One can show that in this model the steady-state

markup is equal to the degree of internal returns to scale, and I will use this restriction to calibrate

the markup. Based on the empirical evidence of Basu and Fernald (1997) on internal returns to

scale at the two-digit manufacturing industry level, I assign a value of .1 to returns to scale at the

intermediate-goods-producing �rms, that is, � = 1:1. Given this value for the steady-state markup

and values for the other parameters described in section 2.1, the rational expectations equilibrium

is indeterminate for values of the elasticity of the markup with respect to the investment share

between -.05 and .02. Since I am interested in the predictions of the model in the case that

both the investment share and the markup are countercyclical, I assign a negative value to ��; in

particular, I set �� = �:04.22 The baseline model described in section 2 is a special case of the

22It is worth mentioning that given � = 1:1, �I = :1, and �� < 0, indeterminacy of the perfect-foresight equilibrium

no longer requires that the labor supply is perfectly elastic. For a (Frisch) labor supply elasticity of four, equilibrium

is indeterminate. However, a high intertemporal elasticity of substitution is still necessary, that is, � � 1 is still a
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countercyclical markup model in the case that � = 1 and �� = 0.

Table 8: Countercyclical Markup Model without Intrinsic Uncertainty

�ct �ht �it
Std. dev. relative to �yt 0.33 1.27 4.64

Autocorrelation 0.58 0.33 0.34

Cross-correlation with

�yt�1 0.06 0.30 0.33

�yt -0.55 0.97 0.98

�yt+1 -0.17 0.37 0.37

Note. �xt denotes the change in the logarithm

of X from t-1 to t.

The countercyclical markup model can potentially explain procyclical consumption growth in

the absence of fundamental shocks. The question thus becomes whether it does so for reasonable

calibrations of the model. Table 8 presents the quantitative predictions of the model and shows

that consumption growth is negatively correlated with output growth. The model predicts that

the contemporaneous correlation between consumption and output growth is �:55. Recall that

in the baseline endogenous-business-cycle model the correlation between consumption and output

growth is �:95. So it is true that consumption growth is less negatively correlated with output

growth in the countercyclical markup model; however, this e�ect is quantitatively too small to imply

procyclical consumption growth. One reason the model still predicts countercyclical consumption

growth is that the elasticity of the markup is rather small. If one is willing to assume that steady-

state markups are twice as large|that is, � = 1:2|then endogenous 
uctuations occur for larger

markup elasticities. Speci�cally, equilibrium is indeterminate for values of �� between -.08 and .03.

For an elasticity of �:08, the model predicts that the correlation between consumption and output

growth is positive (:16). This calibration is problematic, however, not only because steady-state

markups of 20 percent are larger than what seems empirically plausible but also because such a

calibration implies that the serial correlation of consumption growth is signi�cantly larger than

empirical estimates.

Table 9 presents the implied second moments of the countercyclical markup model in the

case that the model is subject to sunspot and technology shocks. As in section 3.1, the vari-

ance/covariance matrix of these two shocks is calibrated so as to match the volatility relative to

output of hours and consumption growth. The resulting values are �2b=�
2
z = :16 and �bz = �:93.

For this calibration the countercyclical markup model implies procyclical consumption growth.

Comparing the predictions of the countercyclical markup model with technology shocks to the

baseline model with technology shock, the former �ts the data slightly better. First, consumption

growth is no longer negatively correlated with leading or lagging output growth. Second, the serial

correlation of hours and investment growth is slightly smaller and thus closer to the data. If one

were to restrict the evaluation of the model to these �fteen second moments, one might conclude

requirement for indeterminacy.
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Table 9: Countercyclical Markup Model with belief and technology shocks

�ct �ht �it
Std. dev. relative to �yt 0.52 0.94 3.59

Autocorrelation 0.20 0.55 0.53

Cross-correlation with

�yt�1 0.01 0.42 0.43

�yt 0.46 0.86 0.92

�yt+1 0.00 0.44 0.44

Note. �xt denotes the change in the logarithm

of X from t-1 to t.

that the endogenous-business-cycle model with countercyclical markups �ts postwar U.S. data rea-

sonably well. However, one can show that this endogenous-business-cycle model, like the baseline

endogenous-business-cycle model, cannot account for the impulse response function of output to

temporary and permanent disturbances and further cannot explain the business cycle as Rotemberg

and Woodford (1996) de�ne it.

5 Conclusion

This paper studies the empirical validity of the endogenous-business-cycle hypothesis as an explana-

tion of actual 
uctuations. Most existing empirical evaluations of endogenous-business-cycle models

have found that their predictions are broadly consistent with the data and, in particular, not clearly

less consistent with actual business cycles than the predictions of the most prominent alternative

hypothesis|real business cycles. However, these studies typically test the theoretical models' pre-

dictions only about a small set of second moments, such as relative standard deviations, �rst-order

serial correlations, and contemporaneous correlations of macroeconomic aggregates, which are as-

pects of aggregate 
uctuations that the real-business-cycle model can capture reasonably well.

The analysis presented in this paper shows that, once the predictions of the endogenous-business-

cycle model are put through the same tests that led to the rejection of real-business-cycle models

as a convincing account of actual 
uctuations, it becomes clear that the endogenous-business-

cycle model does not fare any better. Speci�cally, like real-business-cycle models, the endogenous-

business-cycle model fails to explain the auto- and cross-correlation functions of output growth,

the hump-shaped response of output to Blanchard{Quah-identi�ed demand shocks, and the co-

movement of forecastable changes in output and consumption. These counterfactual predictions

remain after one allows for the possibility that business cycles are jointly driven by revisions in ex-

pectations and stochastic technological growth. This implication is that endogenous-business-cycle

models, at least of the type analyzed in this paper, contrary to past conjectures, do not provide

the propagation mechanism for technology shocks missing from real-business-cycle models.
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Appendix A: Real-business-cycle model with technology and gov-

ernment purchases shocks

Table A1: Predicted comovements when the model is subject to technology disturbances

�I = 0 �ct �ht �it
Std. Dev. relative to �yt 0.47 0.55 2.33

Autocorrelation 0.10 -0.04 -0.03

Cross-correlation with

�yt�1 0.06 -0.07 -0.04

�yt 0.98 0.98 1.00

�yt+1 -0.01 0.00 -0.01
Note. The moments reported in table A1 are di�erent from the corresponding moments reported in tables

1-3 due to the di�erent assumption about the steady state share of government purchases in output, which

is :177 and 0, respectively.

Table A2: Predicted comovements when the model is subject to technology and government pur-

chase disturbances

�I = 0 �ct �ht �it
Std. Dev. relative to �yt 0.47 0.60 2.30

Autocorrelation 0.09 -0.04 -0.03

Cross-correlation with

�yt�1 0.06 -0.06 -0.04

�yt 0.92 0.95 0.99

�yt+1 -0.01 -0.01 -0.01

Note. Following Christiano and Eichenbaum (1992) government purchases are assumed to evolve according

to logGt � log zt = constant + :96(logGt�1 � log zt�1) + �
g
t , so that government purchases increase

one{for{one with innovations to technology.
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Appendix B

This appendix shows that in the log-linear approximation to the solution of the model the growth

rate of per capita output and the logarithm of per capita hours have an ARMA(1,1) representation.

The growth rate of per capita output, �yt, can be expressed as

�yt � log Yt � log Yt�1

= log
Yt

zt

zt

zt�1

zt�1

Yt�1
= ŷt � ŷt�1 + log 
z + �z�

z
t

= MY(P� I)x̂t�1 + [MY + [0� 1]]R�t + log 
z; (B1)

where MY is a 1x2 vector relating ŷt to the vector of state variables x̂t. Similarly, the logarithm

of per capita hours can be expressed as

ht � logHt

= ĥt + h�

= MHx̂t + h�

= MHPx̂t�1 +MHR�t + h�;

where MH is a 1x2 vector relating ht to x̂t. The last equality follows from (20). Collecting terms

we have

 
�yt � log 
z

ht � h�

!
= Ax̂t�1 +B �t; where A =

"
MY(P� I)

MHP

#
and B =

"
[MY + [0� 1]]R

MHR

#
:

Solving this equation for x̂t�1 to eliminate x̂t�1 from (20) yields

 
�yt � log 
z

ht � h�

!
= APA�1

 
�yt�1 � log 
z

ht�1 � h�

!
+B �t + [AR�APA

�1
B] �t�1;

which is an ARMA(1,1) process.

Note that using equation (B1) the AR polynomial of output growth can be written as

�yt � log 
z =MY(P� I)(I�PL)�1R�t�1 + [MY + [0� 1]]R�t � A(L)�t

As can be easily veri�ed A(1) = [0 �R22], so that the long run e�ect of an innovation in �dt on the

level of output is zero, which is the identifying assumption I use in my empirical work.
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Appendix C: An endogenous-business-cycle model with counter-

cyclical markups

There are two perfectly competitive �nal goods industries one producing consumption goods and

the other producing investment goods. The production of the investment good is subject to ex-

ternal increasing returns to scale whereas returns to scale are constant in the consumption sector.

Consumption and investment are produced from intermediate inputs. Speci�cally, the production

function for the investment good is assumed to take the form

It = AtN
1

1��

"
NX
i=1

xiI

��1
�

# �
��1

; � > 0 (C1)

where At denotes the external factor given by (14), N the number of intermediate inputs, and

xiI the quantity of intermediate input i used in the production of the investment good. Similarly,

consumption is produced with a constant elasticity of substitution production function given by

Ct = N
1

1��

"
NX
i=1

xiC

��1
�

# �
��1

; � > 0 (C2)

where xiC is the quantity of intermediate input i allocated to the production of consumption goods.

An important assumption of the model is that consumption and investment goods are produced

with di�erent elasticities of substitution: consumption goods are produced with an elasticity of

substitution of � > 0, and investment goods are produced with an elasticity of substitution of

� > 0.

Suppose a consumption good producer wants to produce Ct units of the �nal good. From his

cost minimization problem one �nds that the demand faced by intermediate good i producer, cit, is

cit =

2
64 pith
N�1=�

PN
j=1 p

j(1��)

t

i1=(1��)
3
75
��

Ct:

The intermediate good producer faces a similar demand from the sector producing investment

goods with It=At replacing Ct in the above expression. Then the total demand for intermediate

good i, yit, is simply the sum of demands from consumption and investment goods producers, that

is, yit = cit + iit. I assume that intermediate goods producers cannot price-discriminate between

investment and consumption demand and restrict the analysis to a symmetric equilibrium in which

all intermediate good producers charge the same price p.

In a symmetric equilibrium in which the number of �rms is large and all other �rms except �rm
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i charge p, marginal revenue of the �rm producing intermediate good i can be approximated by

MRi
t(y

i) = pit(y
i
t)

 
1�

yitN=Yt

�(pit=�p)
��(Ct=Yt) + �(pit=�p)

��It=(AtYt)

!
; 23 (C3)

where Yt is the level of aggregate demand in period t measured in units of the consumption good.

In a symmetric equilibrium, �rm i will also charge p = 1, so that iit = It=(NAt) and cit = Ct=N .

This further implies that the price of the investment good in terms of the consumption good, pt, is

given by

pt = 1=At;

that �rm level output is proportional to aggregate output, yit = Yt=N , and that by (C3) marginal

revenue for any �rm is

MRi
t(y

i) = 1�
1

�(1� st) + �st
;

where (1 � st) and st are the shares of, respectively, consumption and investment in aggregate

demand in period t, that is

st =
ptIt

Yt
: (C4)

I assume that the elasticity of demand, �(1� st)+ �st, is always greater than one, so that marginal

revenue is positive. The elasticity of demand faced by a �rm depends on the composition of

aggregate demand unless the elasticity of demand for investment goods equals that of consumption

goods, that is, unless � = �.

All intermediate goods producer have access to the same technology, which is described by

yit = F (Ki
t ; ztH

i
t )� �zt;

where Ki
t are the capital services rented in period t by �rm i, and Hi

t is the number of hours hired

by �rm i in period t. I assume that F (:; :) is concave, strictly increasing in both arguments, and

homogeneous of degree one. The last assumption implies that marginal cost are independent of

scale of production. The elasticity of substitution between capital and labor is assumed to be unity.

Firms have internal increasing returns due to the �xed cost �zt > 0.

Pro�t maximization of the �rms producing intermediate goods requires that marginal revenue

is equated to marginal cost:
�(1� st) + �st � 1

�(1� st) + �st
=MCt;

which implies that the markup of prices over marginal cost, �t, satis�es

�t =
�(1� st) + �st

�(1� st) + �st � 1
: (C5)

23The approximation is that
h
N
�1=�

PN

j=1
p
j
t

1��
i
1=(1��)

= pN
�1=� when all �rms but �rm i charge p.
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Unless the elasticities of substitution for investment and consumption demand are equal, the markup

is variable over time and depends on the share of investment in aggregate demand. Finally, labor

demand is given by

ztFH(K
i
t ; ztH

i
t) = �twt

and the demand for capital by

FK(K
i
t ; ztH

i
t) = �tut:

Pro�ts of �rm i are given by yit�wtH
i
t�utK

i
t = yit�F (K

i
t ; ztH

i
t)=�t. If �xed costs �zt were zero and

� > 1, then �rms would on average earn pure pro�ts. This is not observed in U.S. postwar data. I

require, therefore, pure pro�ts to be zero in the steady state. This is the case if yi = �zt=(� � 1)

and can be brought about through the endogenous determination of N . I assume that in steady

state the number of �rms N (or the number of di�erentiated goods) is such that pro�ts are zero

for each �rm. This assumption seems reasonable because persistent pure pro�ts would lead to

entry through the introduction of new goods and persistent losses would cause exit of �rms and

the number of di�erentiated goods would decrease.

The equilibrium conditions in terms of aggregates in a symmetric equilibrium are described

next. Aggregate value added is determined by

Yt = NF (Kt=N; ztHt=N)�N�zt (C6)

which in equilibrium has to equal aggregate demand

Yt = Ct + ptIt; (C7)

where

pt = (It=zt)
��I

1+�I : (C8)

Aggregate factor demands are related to factor prices through the relations

ztFH(Kt=N; ztHt=N) = �twt (C9)

and

FK(Kt=N; ztHt=N) = �tut; (C10)

with the markup �t determined by (C5).

These equations describe the production side of the model with countercyclical markups. The

other parts of the model are the same as in the model described in section 2. A rational expectations

equilibrium is the set of stochastic processes for the endogenous variables fst; pt; It; Yt; �t;Kt;Ht; wt; ut; Ct; �tg

satisfying (2){(3), (17){(18), and (C4){(C10). When � = 1 and � = 0, these are the equilibrium

conditions of the model described section 2.

The model is transformed into stationary variables. It can be shown that a steady state in terms
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of the stationary variables exists. The model solution is approximated by log-linearizing around

the steady state. This linearization now involves two additional free parameters that need to be

calibrated, the steady-state markup, �, and elasticity of the markup with respect to the investment

share, ��.
24

24One can show that the assumptions �; � > 0 and �(1 � st) + �st > 1 imply that in steady state � > 1 and

1� � < �� < sI=sC(�� 1) (see Schmitt-Groh�e, 1997).
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Figure 1: Estimated and Predicted Autocorrelation Function of Output Growth
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Note. The solid line shows the sample autocorrelations, the dashed lines describe a two standard error

con�dence band around the sample autocorrelations, the crossed line shows the autocorrelations predicted

by the endogenous-business-cycle model, and the chain-dotted line shows autocorrelations predicted by a

real-business-cycle model.
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Figure 2: Qacf as a function
�2
b

�2z+�
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for nine di�erent values of �bz
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Note. Each solid line shows the test statistic for the autocorrelation function Q
acf

, de�ned in equation

(19), as a function of
�
2

b

�2
b
+�2

z

for a particular value of �bz between �1 and 1. Q
acf

follows a �2 distribution

with 8 degrees of freedom. The dashed lines indicates the �ve percent critical value.
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Figure 3: Estimated and Predicted Impulse Response Functions
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Note. The solid line shows the empirical response, and the dashed line shows the response estimated from

simulated time series data generated by a calibrated version of the model.
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Figure 4: Estimated and Predicted (Population) Impulse Response Functions
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Note. The solid line shows the empirical impulse response, and the dotted line shows the population response

implied by a calibrated version of the model.
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