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Abstract

This paper demonstrates several strengths and shortcomings of models of
sectoral reallocation. Although these models demonstrate that sectoral real-
location can be an important ampli�cation and propagation mechanism for
exogenous shocks, they are essentially unable to explain any e�ects of sectoral
reallocation on aggregate productivity or related quantities (such as the real
wage or observations of aggregate increasing returns to scale), unless a wedge
is introduced into the model that drives the marginal products of inputs in
di�erent sectors apart in steady state. In particular, costs of adjustment,
lags to adjustment, and intermediate input linkages are not su�cient. This
paper o�ers a solution to this shortcoming in the form of variable sectoral
capital utilization, the marginal product of which can easily di�er across
sectors in steady state. Reallocations of production between sectors in this
setting are then shown to have �rst-order e�ects on aggregate productivity
and real wages, and can explain the procyclicality of these variables without
reliance on large, exogenous, and persistent shocks to technology.
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1 Introduction

The idea that sectoral reallocation could be an important cause or contributor to business

cycles has been recognized since at least Ricardo's Principles in 1817. David Lilien's

seminal paper in 1982 sparked much of the current research and debate of the issue. A

permanent shift in demand or technology, so the story goes, can require a substantial

shift in inputs across sectors, with the frictions associated with such a move manifesting

themselves in the aggregate as a recession.

Subsequent research has largely con�rmed that sectoral reallocation is an important

feature of the business cycle. Davis (1987) recti�es many of the 
aws in Lilien's and Abra-

ham and Katz's (1986) original empirical work and �nds that \
uctuations in the pace of

labor reallocation contribute greatly to unemployment 
uctuations" (p. 388). Davis and

Haltiwanger (1990), using plant-level data, con�rm these �ndings and conclude that \the

frictions associated with the reallocation of jobs and workers play a major role in busi-

ness cycle 
uctuations. We are doubtful that a satisfactory understanding of aggregate


uctuations will emerge from theories that ignore these frictions" (p. 166). Campbell and

Kuttner (1996), using a VAR framework, �nd that under a variety of identifying restric-

tions, reallocative shocks account for at least 27% of the variance in aggregate employment,

and possibly much more. They conclude: \exogenous disturbances to the economy's op-

timal allocation of labor, reallocation shocks, account for a large fraction of employment

variance" (p. 113).

Many researchers have demonstrated important roles for sectoral reallocation in equi-

librium models of the business cycle as well. Long and Plosser (1983) demonstrate that

even i.i.d. sectoral productivity shocks yield output 
uctuations that are persistent and

correlated across sectors, because the output of one sector is often fed into others as an

intermediate input. Davis and Haltiwanger (1990) and Rogerson (1987) build models in

which the optimal timing of labor reallocation depends signi�cantly on the state of the

aggregate economy.1 As the need for reallocation in the economy accumulates over time,

a small aggregate shock can induce a large amount of labor reallocation (and hence unem-

1
For example, the opportunity cost of forgone production is lower during an aggregate downturn, making

labor reallocation more attractive (Davis and Haltiwanger (1990)). In Rogerson (1987), reallocation from

a declining industry to a growing one is optimal during an aggregate downturn if the declining industry

is more cyclically sensitive than the growing industry, and during an aggregate upturn if the declining

industry is less cyclically sensitive.
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ployment) due to this timing e�ect, thereby greatly magnifying the impact of the shock.

Hamilton (1986) shows that even fairly moderate movements in the price of oil can lead

to large reallocations of demand and labor across sectors, and thus large movements in

aggregate quantities, because oil is an important input into the production of some sectors

and not others.2 Phelan and Trejos (1995) and Ramey and Shapiro (1997) demonstrate

that shocks to the demand side of the economy, such as government purchases, also can

be greatly magni�ed by their sectoral implications. This �nding is signi�cant because ag-

gregate equilibrium business cycle models typically �nd only a very minor role for such

shocks.

More recently, researchers have begun to look to sectoral reallocation as a potential

explanator of other business cycle puzzles as well. Basu and Fernald (1997a) attribute

observations of aggregate increasing returns to scale to cyclical movement in the share

of production accounted for by, e.g., durables and nondurables manufacturing. If dura-

bles manufacturing is characterized by higher returns to scale and higher markups than

nondurables, then a reallocation from the latter to the former results in an increase in

aggregate output relative to inputs, and apparent aggregate increasing returns to scale.

More recently, Basu and Fernald (1997b) have applied the same idea to observations of

procyclical aggregate productivity: reallocations from a low returns-to-scale, low-markup

sector to one with high returns and high markups will be partially measured as increases

in the Solow residual, to the extent that they are not captured by econometric instru-

ments for the inputs and attributed to economywide increasing returns. This implies a

role for sectoral reallocation in aggregate productivity movement as well. Even the clas-

sical, constant-returns model of Phelan and Trejos (1995) is often cited as evidence that

aggregate productivity is signi�cantly in
uenced by sectoral reallocation. The intuition

is as follows: in response to a reallocative shock in a sectoral model, the capital stock

(or other �xed or quasi-�xed inputs) will be allocated suboptimally ex post, leading to a

decrease in aggregate output relative to aggregate inputs, and hence a decline in overall

productivity. A similar e�ect has been o�ered by Davis (1987) as a potential explanator

for the procyclicality of real wages.

This paper analyzes models of sectoral reallocation and some of their limitations in

2
Or, alternatively, oil is an important complement to the consumption of some sectors' output, and not

others'. Either property is su�cient to generate the reallocation e�ects Hamilton discusses.
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the uses mentioned above. In particular, the ability of such models to explain aggregate

increasing returns to scale, procyclical productivity, and procyclical real wages is severely

limited unless a wedge is introduced into the model that drives the marginal products of

inputs in di�erent sectors apart in steady state. This criterion is satis�ed by Basu and

Fernald (1997a,b), but not by the other models mentioned above. Adjustment costs or

adjustment lags to capital (or other inputs) are by themselves not su�cient to generate

anything other than second-order movements in these aggregate quantities.

In addition, this paper will argue that variable sectoral capital utilization is a far supe-

rior framework to increasing returns and imperfect competition for generating �rst-order

procyclical e�ects on aggregate productivity and real wages. One of the main advan-

tages of this approach is that empirical support for increasing returns to scale in sectors

of the U.S. economy, or in plant-level data, is very weak, while the evidence for variable

capital utilization, and di�erences in the cyclicality of utilization across sectors, is very

strong. Moreover, in contrast to the empirical, reduced-form decompositions of Basu and

Fernald (1997a,b), this paper demonstrates how to model these e�ects within a simple,

structural dynamic stochastic general equilibrium (DSGE) setting. It is thus partially a

generalization of the equilibrium business cycle modeling of capital utilization presented in

Burnside and Eichenbaum (1996), Greenwood, Hercowitz, and Hu�man (1988), and others

to multiple sectors. Finally, if durable goods manufacturing is characterized not by higher

returns to scale, but instead by greater cyclicality in the utilization of capital, an increase

in the fraction of production accounted for by durables manufacturing will appear in the

aggregate as an increase in output relative to inputs, an increase in aggregate productivity,

and an increase in real wages. This matches the empirical facts of the business cycle.

The remainder of this paper proceeds as follows. In section two, the standard one-

sector DSGE model is directly generalized to mutliple sectors and the e�ects of sectoral

reallocation within the framework of the model are brie
y explored. Section three demon-

strates the need for a wedge between the long-run marginal products of inputs in di�erent

sectors in any model of sectoral reallocation, if signi�cant e�ects of reallocation on ag-

gregate returns to scale, productivity, and real wages are to be observed. Section four

augments the model of section two to include variable capital utilization, and demon-

strates how the marginal product of utilization can di�er across sectors in steady state, so

that reallocations of production between sectors will generally lead to �rst-order e�ects on
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the agregate variables mentioned above. Section �ve presents a series of simulations that

verify the practical importance of these e�ects, and demonstrates how a sectoral realloca-

tions model with capital utilization can greatly magnify the e�ects of exogenous shocks on

the system. Section six notes potential generalizations of the framework and concludes.

2 A Classical Model of Sectoral Reallocation

2.1 The Baseline Model

In discussing properties of sectoral reallocations models in general, it is helpful to have a

simple example of such a model in mind. I thus begin with a direct generalization of the

standard one-sector DSGE model of King, Plosser, and Rebelo (1988) to multiple sectors.3

The one-sector version of this model has the basic framework:

Preferences: U �
1X
t=0

�t
C1��
t

1� �
v(1� Lt) (I{1)

Production: Yt � AtF (Kt; XtLt)
(I{2)

� AtK
1��
t (XtLt)

�

Capital Stock: Kt+1 = (1� �)Kt + (Yt � Ct �Gt) (I{3)

Government: �Yt = Gt + Tt (I{4)

Here Ct denotes consumption at time t, Lt labor, Yt output, Kt capital, Gt government

purchases, � the income tax rate, � the depreciation rate, � the representative agent's

discount factor, and Tt the lump-sum transfer to consumers (or tax if negative). At, Xt,

PCt, and PKt will be explained below. For simplicity, the population is assumed to be

stable and normalized to unity in every period.

Equation (I{1) is the representative agent's objective function, with total labor en-

dowment normalized to unity. The function v(1�Lt) is unrestricted except for regularity

conditions, although I will take v(1�Lt) � (1�Lt)
1��=(1� �) in the simulations below.4

3
Although these models originate with Kydland and Prescott (1982), the version by King, Plosser, and

Rebelo (1988) is more standard and generalizes more cleanly to multiple sectors.

4
I will interpret � = 1 as corresponding to the utility kernel logCt + v(1�Lt), which is more standard

in the literature. In practice, whether � = 1 or � 6= 1 has very little impact on my results, so long as the

implied Frisch labor supply elasticities for the two speci�cations are similar.
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Equation (I{2) gives the economy's production function. Constant returns to scale

and perfect competition are assumed, although I will discuss some implications of drop-

ping these assumptions in section 3. The quantity Xt is a deterministic trend in labor

productivity, while At is a stochastic, time-stationary process that represents exogenous

shocks to the production technology.

The capital equation (I{3) is standard: the capital stock depreciates at rate � and is

augmented by investment.

Finally, (I{4) is a balanced budget constraint for the government. If government

purchases exceed (fall short of) income taxes, the remainder is made up through lump-

sum taxation (transfers), and Tt will be negative (positive).

The representative agent chooses paths for fLtg and fCtg that maximize (I{1) subject

to the asset equation

Kt+1 = (1 + rt)Kt +
�
(1� �)wtLt � Ct + Tt

�
(I{5)

and the transversality condition

lim
t!1

Kt+1

. tY
s=0

(1 + rs) � 0 (I{6)

taking as given the (exogenous) stochastic processes for fAtg, and fGtg, the histories

of all relevant variables up to time 0, and the stochastic future paths of the variables

wt � (1� �)AtFLt
, rt � (1� �)AtFKt

� �, and Tt. A rational expectations equilibrium in

this setting is a solution to the agent's problem, above, that takes as given the stochastic,

aggregate time paths for wt, rt, and Tt resulting from the agents' consumption and labor

supply rules and equations (I{2) through (I{4).

2.2 The Multi-Sector Model

We may now generalize the model to incorporate multiple sectors. Analogous to the base-

line one-sector model, it is assumed that each sector is characterized by perfect competi-

tion, constant returns to scale, and value-added production function Yit � AitK
1��i

it L�i

it ,

i = 1; : : : ; n.5 There is assumed to be only one kind of capital that is used by all sectors of

5
The trend term Xt has been dropped from these equations for expository convenience; it will be

reinstated in the formal presentation of the model below.
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the economy for production, just as there is only one type of labor. The capital stocks Kit

are assumed to be �xed at the beginning of each period, just as is Kt in the aggregate

model. At time t any shocks to the economy are realized, and labor Lit is adjusted by �rms

accordingly. I assume that labor is freely mobile both between sectors and into and out of

the labor force; again, this is exactly analogous to the one-sector model. The assumptions

that capital is �xed for one period while labor is freely mobile are realistic if we think of a

period as being roughly one year in length, rather than one quarter. While labor market

frictions are undoubtedly an important aspect of sectoral reallocation and unemployment,

it will be shown in section 3 that they are not crucial for the points being made in this

paper, and hence are ignored for clarity.

Production and consumption take place once the labor adjustment has been made.

Each sector i produces a characteristic good which has price pit, determined by supply and

demand in that sector. Pro�t maximization, competitive markets, labor mobility, and the

given capital stocks Kit imply:

Lit = A
1=(1��i)
it

�
wt

�ipit

�
�1=(1��i)

Kit (7)

Yit = A
1=(1��i)
it

�
wt

�ipit

�
��i=(1��i)

Kit (8)

At the end of each period, investment is executed, and the capital stocks Kit may be

adjusted freely, up or down. This is again exactly analogous to the one-sector case. I

abstract away from adjustment costs to capital here for the same reasons as above.

The multi-sector model is then speci�ed as follows:

Preferences: U �
1X
t=0

�t
C1��
t

1� �
v(1� Lt)

where Ct �
hX

�iC
(��1)=�
it

i�=(��1)
(II{1)

PCt �
hX

��i p
1��
it

i1=(1��)

Production: Yit = AitK
1��i

it (XtLit)
�i

with Kt �
X

Kit

(II{2)
Lt �

X
Lit

Yt �
X

pitYit
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Capital Stock: Kt+1 = (1� �)Kt +
1

PKt

(Yt � PCtCt �Gt)

(II{3)where PKt �
P

�ipit is the price of one unit of

capital, de�ned to be a Leontief combination

K �
P

�i goodi.

Government: �Yt = Gt + Tt

(II{4)where Gt �
X

pitGit

where I have normalized the price level by setting the GDP de
ator (the price of a unit

of \aggregate output") equal to unity in every period. The pit are determined by supply

and demand in each sector, so that Yit = Cit + Iit +Git. This yields the relationship

A
1=(1��i)
it

�
wt

�ipit

�
��i=(1��i)

Kit = Ct

�
pit

�iPCt

�
��

+
�i

PKt

(Yt � PCtCt �Gt) + Git (II{5)

whose derivation will be given below.

Model II is directly comparable to baseline Model I. For example, equations (II{1)

yield the same set of aggregate preferences as the baseline model. Note that the CES

utility kernel and price index PCt satisfy PCtCt =
P

pitCit when the consumer chooses

Cit optimally, so that PCt can be regarded as the true price of an \aggregate unit of

consumption" Ct. Also note that not all goods need enter the utility function, since some

of the �i may be set equal to zero.

Equations (II{2) specify the economy's production technology. It can be shown (see

Appendix A for a derivation) for the special case �i = � for all i, that the economy's

aggregate production function, derived from (II{2), is of the form Yt = AtK
1��
t L�t , where

At �

�X
A
1=(1��)
it p

1=(1��)
it

Kit

Kt

�1��
(9)

The direct correspondence to baseline Model I is then obvious, the only di�erence being

that here we have provided microeconomic foundations for At, making aggregate technol-

ogy endogenous rather than exogenous.6;7

6
The aggregate production function Yt = AtK

1��
t L�t , with At as in equation (9), also holds to �rst

order for small variations in the �i about some central �. When the �i are completely unrestricted,

however, the economy's aggregate production function is more complicated, and the correspondence to

model I is less direct. See Appendix A for details.

7
Note that when we measure e�ects on aggregate productivity below, we will measure it directly as

Ât = Ŷt � �L̂t � (1 � �)K̂t, rather than use equation (9), since the direct approach is valid regardless of

the values of the �i (the aggregate quantity � here is de�ned as labor's share in aggregate output). This

measure of At is equivalent to (9) when all �i = �.
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Equation (II{3) is similarly very close to (I{3), the only di�erence being that in

Model II we must keep track of variation in the price of a unit of capital relative to

the price of a unit of output. Capital is de�ned here as a Leontief combination of the

di�erent sectoral goods because this method is both very tractable and general enough for

the purposes of this paper. For example, it encompasses the case of one investment good

and n � 1 consumption goods by setting �i = 0 for all i 6= n.8 Note that we may set the

steady-state PK = 1 by scaling the �i appropriately.

Equation (II{4) is the government's balanced budget constraint. It is identical to (I{4),

except that here government purchases may be distributed across sectors in an unequal

fashion.

Finally, (II{5) is a straightforward derivation from the principles discussed so far. It

consists of a system of n equations Yit = Cit + Iit + Git, which together determine the n

prices pit given the other variables of the system. Substituting in for Yit from equation (8),

Cit from the utility-maximizing relation Cit = Ct(pit=�iPCt)
��, and Iit from the relation

Iit = (�i=PKt)(Yt � PCtCt �Gt) yields (II{5).

A competitive equilibrium in Model II is de�ned in a manner exactly analogous to

Model I. The representative agent's asset equation is now

Kt+1 = (1 + rt)Kt +
1

PKt

�
(1� �)wtLt � PCtCt + Tt

�
(I{5)0

and the transversality condition (I{6) carries over verbatim. The representative agent

thus solves essentially the same maximization problem as before, except for the additional

variation in the prices fPCtg and fPKtg, and a change in the de�nition of rt to rt �

(1=PKt)(1� �)AtFKt� �, required for (I{5)0 to agree with the aggregate constraint (II{3).

In multi-sector Model II, the agent also must allocate consumption and investment

across sectors once the overall levels of Ct and Lt have been decided upon. Allocating the

Cit is trivial, given the agent's desired Ct and the economy's prices pit, and at the individual

level it does not matter how the Ki;t+1 are chosen, since the expected returns to capital

8
Some authors (Gal�� (1994), Horvath (1997b)) have used a CES aggregator for the capital good. This

leads, however, to the thorny issue of whether one should reshu�e the entire capital stock every time

relative prices change. For example, if we de�ne It � [

P
�i I

�
it]
1=�

, as these authors do, then a change

in relative prices alters the composition of an optimal unit of investment. It is then hard to justify an

equation such as Kt+1 = (1� �)Kt+ It, since the composition of investment has changed. Yet if we de�ne

instead Kt � [

P
�iK

�
it]
1=�

, then �rms want to completely reshu�e the distribution of the Kit every time

relative prices change. Both of these approaches are thus very problematic.
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are equalized across all sectors by investment arbitrage. To determine the macroeconomic

distribution of the Ki;t+1, we calculate the expected returns to capital in each of the n

sectors and equalize them.

As before, a rational expectations equilibrium is a solution to the agent's problem

(maximization of (II{1) subject to (I{5)0 and (I{6)), taking as given the stochastic, aggre-

gate time paths for wt, rt, Tt, PCt, and PKt that result from the agents' consumption and

labor supply rules, equations (II{2) through (II{5), and the sectoral pro�t-maximization

condition (7).

2.3 Solution Method

The dynamic programming aspects of models I and II are su�ciently complex that closed-

form solutions cannot be obtained in general. Thus, we must turn to numerical methods.

The solution algorithm of this paper follows closely the log-linearization procedure of King,

Plosser, and Rebelo (1987, 1988), generalized to a multi-sector setting, with one notable

exception: because the variation in sectoral output, employment, and prices (and later,

capital utilization) are potentially large at the sectoral level, and because I need to allow

for the possible importance of second-order e�ects in order to demonstrate that they are

small, a solution procedure that linearizes all variables from the outset is suspect. I resolve

this problem by solving the model nonlinearly for the �rst several periods. Thus, if a

shock hits the economy in period t, the equations of the model are linearized only for

periods t + k and beyond, for some positive integer k, allowing for ready solution of the

in�nite-horizon problem while still preserving the possibly important nonlinearities of the

model's equations in periods t through t + k � 1. By choosing k appropriately, we can

ensure that the e�ects of the initial shock have died down su�ciently that a linearization

procedure for these later periods is valid. This solution algorithm is described in more

detail in Appendix B.

3 Limits to the E�ects of Sectoral Reallocation

A reallocation of labor and production across sectors in the model above could be due to

changes in tastes (the �i), changes in exogenous government purchases Git, changes in the

Leontief composition of the investment good (the �i), or changes in sectoral technology Ait.
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A reallocative shock from any of these sources will typically have a substantial impact on

the aggregate variables of the system. It should be noted, however, that there are certain

empirical features of business cycles that sectoral reallocations cannot explain, at least

not in a perfectly competitive framework. These limitations relate primarily to aggregate

productivity and related quantities (e.g., real wages, aggregate increasing returns to scale).

As a quick demonstration of these limits, assume �rst that a general economic model

with sectoral production functions Yit = AitFi(Kit; Lit) is characterized by perfect com-

petition, constant returns to scale, free mobility of labor Lit, and capital stocks Kit that

are �xed in the short run. The model of the previous section possesses all of these traits,

although it is by no means the only one. Let �i denote labor's share wLi=piYi in sector i,

and � labor's aggregate share, wL=Y (the absence of a time subscript on a variable de-

notes its steady-state value). De�ne Lt �
P

Lit and Yt �
P

piYit. Then, perturbing the

economy from steady state, we have by the Solow (1957) decomposition:

Ât = Ŷt � �L̂t

=
X piYi

Y
Ŷit � �L̂t

=
X piYi

Y
Âit +

X piYi

Y
�iL̂it � �L̂t

=
X piYi

Y
Âit +

X wLi

wL
�L̂it � �

X Li

L
L̂it

=
X piYi

Y
Âit

Reallocative e�ects, stemming from the movement of labor across sectors, can have no �rst-

order impact on aggregate productivity. The only �rst-order e�ects come from movements

in the exogenous sectoral technology terms Ait.

The intuition for this result is extremely simple. In steady state, the marginal products

of labor in di�erent sectors are equalized under the given assumptions. Relative to steady

state, then, a shift of labor from one sector to another can have no �rst-order e�ect on the

aggregate quantity of output. But in DSGE, a model is presumed to be perturbed from

steady state, or to be lying within a neighborhood of its steady state at all times.

The simplicity of the argument re
ects its generality. Introducing additional inputs or

any combination of lags or adjustment costs to the mobility of di�erent factors, the exact

same Solow calculation still carries through. The intuition is identical|no matter what

the frictions to factor mobility, so long as they are �nite and markets are competitive, all
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marginal products will come into equality in steady state. A reallocation can then have no

�rst-order e�ect on aggregate output relative to aggregate inputs, and thus on aggregate

productivity, labor productivity and real wages, and observed aggregate increasing returns

to scale. We may state this somewhat more concretely as follows:

Proposition: Let Y be an economic model with outputs Yijt = AijtFij(Lint; Xikt), where

i = 1; : : : ; I indexes sectors, n = 1; : : : ; N indexes primary inputs Lint, j; k = 1; : : : ; J

indexes produced goods Yijt and intermediate inputs Xikt, and t indexes time (with a lack

of time subscript indicating a steady-state value). The production functions Fij are assumed

to satisfy the typical regularity conditions and be homogeneous of degree one, and the model

economy is assumed to be perfectly competitive, with goods prices pjt and primary input

prices wnt. De�ne Yt �
P

i;j pjtYijt �
P

i;k pktXikt, Lnt �
P

Lint, sn � wnLn=Y , and

Ât � Ŷt �
P

snL̂nt. Then changes in inputs have no �rst-order e�ect on Ât, regardless of

any combination of adjustment costs to inputs, adjustment lags to inputs, and the extent

of intermediate input linkages between sectors.

Proof: Note that each sector i may produce several goods j. We have:

Ât = Ŷt �
X

n
snL̂nt

=
X
i;j

pjYij

Y
Ŷijt �

X
i;k

pkXik

Y
X̂ikt �

X
i;n

wnLin

Y
L̂int

=
X
i;j

pjYij

Y
Âijt +

X
i;j;n

pjYij

Y

AijLin

Yij

@Fij

@Lin
L̂int +

X
i;j;k

pjYij

Y

AijXik

Yij

@Fij

@Xik

X̂ikt

�
X
i;k

pkXik

Y
X̂ikt �

X
i;n

wnLin

Y
L̂int

=
X
i;j

pjYij

Y
Âijt

The presence of adjustment costs or lags, or intermediate input linkages, may alter the

responses of the L̂int or X̂ikt to shocks, but does not a�ect their cancellation in the above

derivation in any way. This completes the proof: any �rst-order movements in Ât can

come only from the weighted average of movements in the Âijt.

The point has been frequently missed in the literature. For example, Phelan and

Trejos (1995) declare in their abstract that \the frictions we study can cause one time

increases in productivity concentrated in one sector to be mistaken for a series of smaller,

correlated aggregate productivity shocks" (title page). As demonstrated above, any e�ects

of reallocation (with frictions or without) on aggregate productivity in those authors'
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perfectly competitive model must be second-order. The reallocations caused by their

shock can neither dampen aggregate productivity movement in the �rst period nor lead to

smaller, persistent movements in aggregate productivity in later periods (to �rst order).

An examination of the size of the sectoral technology shock to which they refer con�rms

this assertion: the shock is a 24% leap in productivity in the sector in question, the sector

itself comprising one third of the aggregate economy. The reallocative e�ect on aggregate

productivity|the component beyond the direct average
P
(pjYij=Y ) Âijt|is less than 2%.

The size of this e�ect will decrease more than linearly as one decreases the size of the shock.

Davis (1987) makes a similar claim regarding the real wage. In his model with labor

market frictions, \A close match between the desired and actual labor-force allocation

implies that market goods will be valued highly: : :and the real wage will be high" (p. 386).

The fact that \a close match" and \a poor match" are measured in terms of absolute

discrepancies regardless of their sign immediately suggests that the e�ect is second-order.

In fact, this is the case: under perfect competition, ^MPL = Â+ ^@F=@L, and we have already

shown that changes in inputs have no �rst-order e�ect on Â. Any �rst-order changes in

the marginal product of labor, then, can come only from changes in the aggregate quantity

of labor input L acting through @F=@L. Any reallocative e�ects are second-order.

The implications for the intermediate input linkage models of Long and Plosser (1983)

and Horvath (1997a,b) are also signi�cant. Although these papers only make claims about

the ability of sectoral shocks to explain movements in aggregate output, it is important

to note that they have little or no ability to explain movements in aggregate productivity,

other than as a direct weighted average of changes in sectoral productivities. As the

number of sectors increases, this e�ect tends toward zero, by the Law of Large Numbers,

even more so than with output, since there are no \feed through" e�ects that arise from

intermediate input linkages (where an increase in the output of one good leads to increases

in the outputs of others who use it as an input to production). Thus, the model of

Long and Plosser will never match one of the key empirical regularities of the business

cycle, procyclical productivity. Horvath demonstrates a postponement of the LLN e�ect

using a class of \sparse" intermediate input linkages, but by what we have shown above,

it becomes immediately clear that his results apply to movements in output only|the

change in aggregate productivity in his perfectly competitive model will always be the

simple weighted average of the changes in sectoral productivities (to �rst order), with no
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postponement of the LLN whatsoever.9

Sectoral reallocations can in fact have important e�ects on aggregate productivity,

labor productivity and real wages, and observations of aggregate increasing returns to

scale. All that is required is a wedge in the model that drives the marginal products

of inputs in di�erent sectors apart in steady state. Such a wedge is introduced by Basu

and Fernald (1997a,b) and Basu, Fernald, and Horvath (1997) in the form of imperfect

competition and markups of price over marginal cost. Introducing markups �i into the

exercise above, and letting � denote some measure of an economywide, average markup,

we arrive at a Hall (1988) decomposition along the following lines:

Ât = Ŷt � ��L̂t

=
X piYi

Y
Âit +

X piYi

Y
�i�iL̂it � ��L̂t

=
X piYi

Y
Âit +

X wLi

wL
�i�L̂it � ��

X Li

L
L̂it

=
X piYi

Y
Âit + �

X
(�i��)L̂it

Thus, a reallocation of labor from a low-markup to a high-markup sector yields a �rst-

order increase in aggregate productivity. Note that the crucial requirement here is not that

markups in the economy exist, but rather that they di�er across sectors. However, if these

di�erences in markups (or equivalently, di�erences in returns to scale, since pro�ts are a

tiny fraction of output)10 are relatively small (say 5{10%), then the e�ects of reallocation

on aggregate productivity and related quantities will be correspondingly small.

Two �nal points should be made regarding the generation of �rst-order e�ects through

reallocation. First, it is important to note that di�erences in productivity levels across

sectors have no e�ect whatsoever. The reason for this is that, in an equilibrium model,

di�erences in productivity levels are completely o�set by di�erences in steady-state product

prices|if A1 is twice as large as A2, then p1 must be half as large as p2; otherwise, pro�ts

can be made by moving capital and labor from sector 2 to sector 1. Levels of Ai are thus

9
Some other methods of circumventing the Law of Large Numbers do apply to aggregate productivity,

however. The \implementation cycles" approach of Shleifer (1986) is one example.

10
De�ne returns to scale 
(Kt; Lt;Mt), for an arbitrary production function with inputs K, L, and M

and output Y , by 
(Kt; Lt;Mt) � (@ log Y=@ logK) + (@ log Y=@ logL) + (@ log Y=@ logM). The markup

�(Kt; Lt;Mt) of price over marginal cost equals (p=w) @Y=@L, with similar expressions for the other inputs.

Substituting yields 
 = �(1�s�), where s� is the share of output not paid to the inputs (using a \required

return to capital" to calculate the share paid to capital). Basu and Fernald (1997a) put an upper bound

on s� of :03.
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essentially nothing more than a choice of units, which are completely neutral with respect

to aggregate output, Yt =
P

pitYit.

Second, the absence of �rst-order e�ects on aggregate productivity does not preclude

�rst-order e�ects on other aggregate quantities, in particular labor and output. Clearly,

if there are adjustment costs or search lags to the shifting of labor across sectors, then

persistent reallocations of demand will result in �rst-order decreases in the total quantity

of labor employed, as the adjustment costs or lags are incurred and labor is shifted. This

e�ect has been emphasized by Rogerson (1988), Hamilton (1986), and Davis (1987), among

others. The e�ects on aggregate productivity are second-order because the declines in la-

bor input are matched to �rst order by declines in output (multiplied by labor's share).

The e�ects on aggregate labor productivity and the real wage are �rst-order (and coun-

tercyclical) because the e�ect on L̂ is �rst-order; beyond this channel, operating through

aggregate L̂ and @F=@L, the reallocation has no �rst-order e�ects, as was demonstrated

above.

3.1 The Importance of Second-Order E�ects

One may question whether second-order e�ects in these models are not themselves impor-

tant. Although shocks to variables in the aggregate economy result in movements of only

a few percentage points, so the argument goes, sectoral shocks may be much larger. In

principle this argument is quite valid; in practice, however, it tends to play only a minor

role for shocks and sector sizes that are calibrated to actual U.S. data.

Consider, for example, the case of Cobb-Douglas production functions with inputs of

capital and labor. The e�ects of changes in labor on sectoral output, to second order, are

then:

Yit = Yi + AiFK(Kit �Ki) +AiFL(Lit � Li) + (Ait � Ai)F

+AiFKK(Kit �Ki)
2 +AiFLL(Lit � Li)

2 + 2AiFKL(Kit �Ki)(Lit � Li)

Assuming capital is �xed in the short run, the second-order terms reduce simply to ��i(1�

�i)Yi(L̂it)
2, which we then multiply by pi=Y to determine the percentage contribution

to aggregate output. The empirical di�culties lie in the fact that the sector size piYi=Y

decreases as the empirically plausible magnitude of L̂it increases; if the relationship between

sector size and the variance of input movements is (inverse) linear, the e�ects will be exactly
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o�setting. Clearly, this relationship is extremely important for determining the plausible

contribution of sectoral shocks to aggregate 
uctuations, and more research in this area

would be welcome.

Currently, the best example of a large, narrowly-focused shock to the economy is

probably military purchases. The standard deviation of these shocks over the post-War

period has been roughly 4% of total government purchases (treating annual government

purchases as an AR(1) process, and including the Korean and Vietnam Wars), and these

changes are very largely concentrated in sectors that make up roughly 7% of the U.S.

economy. These numbers are in general agreement with those put forth by Ramey and

Shapiro (1997). Using the fact that government purchases are roughly 20% of GDP, and

plugging these numbers into the expression above, we arrive at second-order e�ects on

aggregate output of roughly �(:66)(:33)(:07)(:04 � :2=:07)2 = �:0002, or .02%. Doubling

the size of the shock raises the e�ect to .08%.11 Clearly, we need examples of larger shocks

to sectors of the economy if we are to �nd plausible second-order e�ects of reallocation in

models such as these.

4 Variable Capital Utilization

This section postulates that di�erences in the cylical utilization of capital across sectors|as

opposed to di�erences in sectoral markups and returns to scale|are a source of �rst-order

aggregate productivity movement in models of sectoral reallocation. There are several

reasons why variable capital utilization should be regarded as a superior approach. First,

numerous empirical studies have found that, once variable capital utilization is controlled

for, there is very little evidence of increasing returns to scale (and hence markups) at the

sectoral or aggregate level (Burnside, Eichenbaum, and Rebelo (1995,1996), Basu (1996)).

Plant-level studies in the manufacturing sector have also failed to turn up signi�cant ev-

idence of increasing returns to scale (Baily, Hulten, and Campbell (1992), Griliches and

Ringstad (1971)). In contrast, numerous studies document the empirical importance of

11
Relaxing the Cobb-Douglas assumption has little e�ect on the magnitudes of these estimates; one

would have to assume that the sectoral production functions have a curvature term FLL that is an order of

magnitude larger than Cobb-Douglas to generate quantitatively signi�cant results. Allowing for additional

inputs also has little e�ect, since the fall in labor's share that results largely o�sets any gains from the

additional second-order terms.
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variable capital utilization over the business cycle (Shapiro (1996), Burnside, Eichenbaum,

and Rebelo (1995), Basu (1996), to name just a few). In addition, it is very reasonable

to expect nonmanufacturing sectors such as Services, Agriculture, and Wholesale & Retail

Trade to exhibit relatively little variation in capital utilization, while it is known that

most durables manufacturing industries vary their capital use substantially|according

to Shapiro (1996), over 40% of the cyclical variation in manufacturing employment comes

from work on evening and late shifts (Shapiro also presents evidence that cyclical variation

in the workweek of capital varies greatly even across sectors within manufacturing). Thus,

the empirical support not just for variable capital utilization, but for di�erences in the

cyclicality of utilization across sectors, is quite strong. It thus o�ers a �rmer foundation

upon which to base a reallocations model.

Variable capital utilization has also been introduced into one-sector DSGE models

with much success. Burnside and Eichenbaum (1996) demonstrate that variable capital

utilization greatly improves the ability of a typical one-sector model to amplify and prop-

agate exogenous technology shocks and match key moments of the data. In a multi-sector

framework, we will gain from these bene�ts as well, but in addition demonstrate the impor-

tance of a reallocative channel that di�erences in utilization across sectors makes possible.

This leads to further ampli�cation and propagation of shocks that the one-sector model

(with or without capital utilization) does not possess.

4.1 The Multi-Sector Model with Capital Utilization

The assumptions of this model are essentially the same as those for the multi-sector model

of section 2: namely, contant returns to scale in every sector, perfect competition, free

mobility of labor, and capital stocks �xed for one period and freely mobile afterward.

Adjustment costs to labor and capital would add persistence to the model, but otherwise

would not alter the reallocative e�ects that are the emphasis of this paper.

We allow for sectoral capital utilization in the model as follows:

Yit � Ait (U
!i

it Kit)
1��i L�i

it (10)

The coe�cients !i 2 [0; 1] denote the e�ectiveness of capital utilization within each sector:

low (high) values of !i correspond to small (large) returns to the utilization of capital,
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which leads utilization to vary relatively less (more) in response to shocks to the sector.

Previous studies of variable capital utilization have simply taken !i = 1, the implicit

assumption being that capital is equally productive no matter what time of day or week it

is used. Allowing for !i < 1 permits us to relax this assumption. For example, capital in

the Retail Trade or Services sector is probably signi�cantly less productive at night, when

many customers are at home or asleep; it thus might be regarded as having an !i much

closer to 0 than to 1. Agriculture also presumably depends heavily upon daylight and the

weather when making use of its capital, so that additional utilization will likely be forced

to take place under less than optimal circumstances, again resulting in !i < 1. In contrast,

capital in the Durables Manufacturing sector is more likely to be equally productive no

matter when it is used, corresponding to !i = 1.12;13 Note that for any value of !i, units

will be chosen below so as to set Ui = 1 in steady state, so that the parameter is important

only for utilization at the margin; the limiting case !i = 0 then corresponds to the situation

where utilization does not vary at the margin at all, resulting in Uit = 1 at all times t.14

Utilization must have some cost if it is to be �nite in equilibrium. Following Green-

wood, Hercowitz, and Hu�man (1988) and Burnside and Eichenbaum (1996), among oth-

ers, this cost will be taken directly out of the capital stock, in the form of increased

depreciation:

�it � �i(Uit) (11)

where �i is an increasing function of Uit.

Pro�t maximization by �rms, and the short-run �xity of capital Kit, yield a set of

equations very similar to the basic multi-sector model:

Lit = A
1=(1��i)
it

�
wt

�ipit

�
�1=(1��i)

U!i

it Kit (12)

12
In this framework, a \continuous process" industry (Shapiro (1996)) also corresponds to !i = 1. Here,

it may be optimal to run capital in any given plant around the clock, but to the extent that such an industry

desires to vary its utilization cyclically, it may do so either by mothballing entire plants, or by bringing

entire plants back online. To the extent that mothballed plants are less productive than operational ones,

!i will be less than unity, but I ignore this consideration here.

13
There is actually no need to restrict !i � 1 in the model so long as the cost parameter �i > !i; however,

values of !i much greater than unity imply implausiblly large increasing returns to capital utilization.

14
Strictly speaking, we must also let the cost parameter �i tend to 1 to achieve the limiting result

Uit = 1 for all times t. This is because in the speci�cation below, costs also tend to 0 as !i tends to 0, so

that simply letting !i ! 0 is not su�cient to guarantee a �xed level of utilization. In the implementation

of the model, below, the utilization feature is \turned o�" for some simulations by setting !i = 0 and �i
to a very large number, for each sector.
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Yit = A
1=(1��i)
it

�
wt

�ipit

�
��i=(1��i)

U!i

it Kit (13)

The optimal choice of Uit is determined by equating the marginal bene�t of utilization,

!i(1� �i)pitYit=Uit, to its marginal cost, �0iKit=PKt. This yields:

Uit�
0

i = !i(1� �i)
pit

PKt

Yit

Kit

(14)

De�ne:

�i(Uit) � �0i +
�1i

�i
U
�i

it (15)

We require �i > !i to ensure that the equilibrium Uit is increasing in the relative price pit

and technology Ait. Equation (14) becomes:

�1iU
�i

it = !i(1� �i)
pit

PKt

Yit

Kit

(16)

Plugging in for Yit from equation (13) yields:

Uit =

�
!i(1� �i)

�1i

�1=(�i�!i)� pit

PKt

�1=(�i�!i)

A
1=(1��i)(�i�!i)
it

�
wt

�ipit

�
��i=(1��i)(�i�!i)

(17)

Note that we can choose units (through suitable choices of Ai and �1i) such that steady-

state utilization Ui = 1 in equilbrium. From equation (16) we then have, in steady state,

�1i =
!i rK

PK
(18)

where rK denotes the real steady-state marginal product of capital (equal across sectors).

Also,

�0i +
�1i

�i
= �� (19)

where �� is the steady-state depreciation rate of capital, assumed here to be 10% per year.

Equations (18) and (19) thus pin down the values of �0i and �1i given the other parameters

of the system.

We can now specify the complete multi-sector model with capital utilization as follows:

Preferences: U �
1X
t=0

�t
C1��
t

1� �
v(1� Lt)

where Ct �
hX

�iC
(��1)=�
it

i�=(��1)
(IV{1)

PCt �
hX

��i p
1��
it

i1=(1��)
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Production: Yit = Ait (U
!i

it Kit)
1��i (XtLit)

�i

with Kt =
X

Kit

(IV{2)
Lt =

X
Lit

Yt �
X

pitYit

Capital Stock: Kt+1 = (1� �t)Kt +
1

PKt

(Yt � PCtCt �Gt)

where �t �
X Kit

Kt

�it; �it � �0i +
�1i

�i
U
�i

it (IV{3)

PKt �
X

�ipit

Government: �Yt = Gt + Tt

(IV{4)where Gt �
X

pitGit

The roman numeral III will be used to denote a one-sector version of the model with capital

utilization|i.e., model IV with n = 1 and !1 = 1.15

As before, the pit are determined by supply and demand in each sector, so that

Yit = Cit + Iit + Git. From (13) and the fact that Cit = Ct (pit=�iPCt)
��

under utility

maximization, this becomes:

A
1=(1��i)
it

�
wt

�ipit

�
��i=(1��i)

U!i

it Kit = Ct

�
pit

�iPCt

�
��

+
�i

PKt

(Yt � PCtCt �Gt) + Git

(IV{5)

A competitive, rational expectations equilibrium here is exactly analogous to the

multi-sector model of section 2: a solution to the agent's problem posed by (IV{1), (I{5)0,

and (I{6), taking as given the stochastic, aggregate time paths for wt, rt, Tt, PCt, and PKt

that result from the agents' consumption and labor supply rules, equations (IV{2) through

(IV{5), and the sectoral pro�t-maximization conditions (12) and (17).

The only new wrinkles in this system of equations is the introduction of the capital

utilization term into (IV{2) and the time-varying depreciation rate in (IV{3). It is assumed

that agents are representative, and hence hold capital assets distributed across sectors in

the same proportions as is capital in the aggregate economy, so that the given average

15
Note that for this one-sector special case, with ! = 1, model IV reduces exactly to the capital-

utilization framework of Burnside and Eichenbaum (1996). The approach taken here is thus a proper

generalization of their work.
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depreciation rate is the appropriate one for computing agents' realized net rate of return

on assets.

4.2 Reallocation, Capital Utilization, and Aggregate Productivity

Once variable capital utilization has been introduced into the model, the e�ects of sectoral

reallocation on aggregate productivity become �rst-order. This can be seen as follows.

First, de�ne

Ât � Ŷt � �L̂t � !(1��) Ût (20)

where ! is some measure of the average productivity of utilization in the economy. The

inclusion of a Ût term in (20) implies that at least some measure of aggregate utilization

is being taken into account when aggregate productivity is calculated; if this is not the

case (e.g., ! is set equal to 0), then apparent aggregate productivity movement will be

correspondingly greater than is demonstrated here. Assume Yit = AitFi(U
!i

it Kit; Lit), as

in the model above, and let Ut �
P
(Kit=Kt)Uit. We then have:

Ât =
X piYi

Y
Âit +

X piYi

Y
�iL̂it +

X piYi

Y
!i(1��i) Ûit � �L̂t � !(1��) Ût

=
X piYi

Y
Âit +

X piYi

Y
!i(1��i) Ûit � !(1��) Ût

=
X piYi

Y
Âit + (1��)

X Ki

K
!i Ûit � !(1��) Ût

=
X piYi

Y
Âit + (1��)

X Ki

K
!i Ûit � !(1��)

X Ki

K
Ûit;

=
X piYi

Y
Âit + (1��)

X Ki

K
(!i�!) Ûit

A reallocation from a sector with little tendency to vary capital utilization to one with a

greater tendency to do so will lead to a �rst-order increase in aggregate productivity, even

taking aggregate capital utilization into account. Thus, if the Durable Goods sector is

characterized by a greater tendency to vary its capital use, and receives a disproportionate

share of increases in demand during a business cycle upturn, the aggregate economy will

experience �rst-order increases in productivity from this e�ect.

Another advantage of the capital utilization approach is that it allows the real wage

to vary procyclically: ^MPL = Â+ ^@F=@L, as before, but now there are �rst-order e�ects

on Â and, in addition, @F=@L may vary procyclically due to changes in the total quantity
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of capital utilization. These e�ects may be enough to o�set the negative e�ect on @F=@L

that results from diminishing returns to labor.

Finally, note that, just as with markups, it is crucial that the ability to utilize capital

di�er across sectors. Without this assumption, the marginal product of utilization is equal

across sectors in steady state, and all �rst-order e�ects on productivity from variations in

utilization disappear (assuming that we correct for the e�ects of changes in total, aggregate

capital use).

5 Simulations

To demonstrate the quantitative signi�cance of sectoral reallocation and variable capital

utilization, and the unimportance of second-order e�ects, in the DSGE framework above,

I undertake a series of simulations. Four model economies will be considered: the baseline

one-sector model (I), the basic multi-sector model (II), a one-sector model with capital

utilization (III), and the multi-sector model with capital utilization (IV). Note that the

�rst three models can all be written as special cases of model IV. The four-way comparison

allows us to study both the variable capital utilization and the sectoral reallocation features

of the models independently.

All macroeconomic parameters will be identical across models and held constant

throughout the simulations. They are listed in Table I of Figure 1. The values for �,

�, and 
X are standard, corresponding to labor's share of output, the annual depreciation

rate of capital, and the average annual growth rate of TFP in the postwar period. The

parameter � is chosen so as to be consistent with a 3% after-tax real interest rate, and

G=Y corresponds to the steady-state share of government purchases in the economy. After

experimentation with the choice of utility kernel, it was found that the results were essen-

tially invariant to changes in functional form so long as the steady-state Frisch elasticity

of labor supply was held constant.16 For these simulations, I have thus set

v(1� Lt) � logCt + � log(1� Lt)

which is standard in the literature (hence � = 1 and � = 1). The parameter � was

chosen to yield a steady-state Frisch labor supply elasticity of about 1.7, which is less

16
The DSGE literature often refers to this quantity as the \compensated elasticity of labor supply."

Strictly speaking, as MaCurdy (1981) points out, this is incorrect.
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Table I:

Macroeconomic Parameters:

All Models

� = :65 � = 1

� = :1 � = 1

� = :985 � = 1:6


X = 1:016 �;G=Y = :2
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Figure 1: Baseline Model Response to 1% Technology Shock
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than values chosen by most traditional RBC studies.17 A larger Frisch elasticity generates

larger responses to economic shocks in equilibrium models, since agents are more willing

to substitute leisure across time.

As a calibration exercise, the response of baseline model I to a 1% technology shock|

an unforeseen, temporary 1% exogenous increase in the level of At|is also reported in

Figure 1. Consumption, labor, output, and investment all react positively to the shock,

consumption by about one third the size of the shock, labor by about two thirds, output

by one and a half times, and investment by about �ve times the size of the shock. These

results are very similar to those of King, Plosser, and Rebelo (1988), whose model served

as the basis for model I here.

Additional persistence can be introduced into the responses of the model by incorpo-

rating adjustment costs, greater lags to adjustment, or exogenous serial correlation in the

driving shock. The e�ects of these additions on the responses of the model are straightfor-

ward and are generally avoided in the simulations below. This allows for a clearer isolation

of the e�ects of sectoral reallocation and capital utilization on the standard DSGE frame-

work.18

5.1 Simulation 1: Pure Sectoral Shift

The importance of linking sectoral reallocation and capital utilization can be demonstrated

by considering a pure reallocation of demand across the two sectors of a simple, two-sector

economy. For clarity, assume that the two sectors are equal in size and identical in all

respects except for their marginal product of capital utilization parameters !i. The details

of the parameterization of the model are given in Table 1 of Figure 2. The absence of a

time subscript on a variable indicates its steady-state value. For a pure reallocative shock,

I consider a shift in the tastes of consumers away from one sector's good and toward the

other's.19 The size of this shift is taken to yield a permanent 3% increase in the share of

17
For the utility kernel logCt+ � log(1�Lt), it is not di�cult to show that the Frisch elasticity of labor

supply equals (1 � L)=L, the steady-state ratio of leisure to labor. Christiano and Eichenbaum (1992)

and their followers have typically chosen values in the range of 3{5; Prescott (1986) and his followers have

tended to choose values closer to 2, but typically magnify this elasticity by allowing past values of leisure

to enter into the utility function.

18
Also note that although the simulations below involve only a small number of sectors for clarity and

calibration purposes, the model itself, and the solution algorithm it uses, are not limited in this respect.

Models with a dozen or more sectors are not a computational problem.

19
This is represented in the models as a shock to the taste parameters �i.
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Table 1:

Micro Parameters:

Models II & IV

Ai = [1; 1]

�i = [:65; :65]

!i = [:2; 1]

�i = [1:6; 1:6]

� = 0:5

piCi=C = [:5; :5]

piIi=I = [:5; :5]

piGi=G = [:5; :5]

Table 2:

Aggregate E�ects of �(piCi=C) = [:03;�:03]:

Model II Model IV

Â �:0001 �:0035

Û N=A �:0043

P̂C :0005 :0002

P̂K �:0003 �:0002

pit=pi [1:015; :984] [1:008; :992]

lit=li [1:045; :956] [1:035; :957]

uit=ui N=A [1:020; :971]
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Figure 2: Response of Models II and IV to Pure Sectoral Shift
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total consumption accounted for by the �rst good, and a corresponding 3% decrease in

the share accounted for by the second good. The impulse responses of the four models are

presented in Figure 2, with the four bars for each period (year) representing the impulse

responses of each of the four models, reading from left to right.

Obviously, models I and III will yield no response to such a shock, since within their

framework all consumption is identical, and the aggregate speci�cation of preferences in

(I{1) and (III{1) is una�ected. In sectoral models II and IV, however, the shock clearly

will have an e�ect, and the importance of capital utilization in these e�ects is apparent in

the Figure|the impulse responses of model IV to the taste shift are dramatically larger

than those of model II.20

Some of the reasons for the larger aggregate responses of model IV can be found in

Table II of the Figure. The availability of capital utilization in the model allows for a change

in aggregate utilization (de�ned as Ut �
P
(Ki=K)Uit) of �0:43%, which, as in Burnside

and Eichenbaum (1996), o�sets the e�ects of diminishing marginal returns to labor and

allows for a corresponding magni�cation of the responses of the model. One manifestation

of this is the fall in real wages despite the fall in labor input. In addition, the reallocation

of production across sectors yields a change in aggregate productivity of �0:35%, which

also drives down the real wage in the model, and thus provides an additional source of

ampli�cation for agents' responses.21 The e�ects of Model II on aggregate productivity

are, in contrast, negligible, re
ecting their second-order nature, which was demonstrated

in section 3.

20
It may be argued that the comparison is somewhat unfair, because reallocative e�ects in model II as

a general rule are larger the more di�erent the sectors between which the reallocation occurs. However,

the qualitative result that capital utilization greatly magni�es the e�ects of sectoral reallocation is robust

to variations in the model along these lines.

21
Note that as in section 3, the measurement of the change in aggregate productivity depends upon

our choice of a value for the aggregate parameter !. Here, and in the simulations that follow, I have

taken ! �
P
(Ki=K)!i, the weighted average of the value across sectors, with weights corresponding to

sector sizes. Alternatively, we could follow Burnside and Eichenbaum (1996), Greenwood, Hercowitz, and

Hu�man (1988), and others, and simply assign ! an aggregate value of 1. This yields an e�ect on aggregate

Â of �0:3%. Smaller values of ! all yield larger (i.e., more negative) estimates of Â, so these choices are

fairly conservative. Finally, it should be emphasized that all of the impulse responses in Figure 2 are

completely independent of the choice of !|the choice only a�ects the decomposition of changes in output

(relative to inputs) into components related to the change in aggregate utilization versus the change in

aggregate productivity.
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5.2 Simulation 2: Military Purchases Shock

As a second, more applied example, consider the e�ects of a shock to military purchases.

There are a number of reasons why such a shock is an excellent test of a reallocations-based

economic model. First, such shocks are, at least to some extent, observable and widely

held to be exogenous. Second, as Ramey and Shapiro (1997) document, shocks to military

purchases have been very large in the postwar U.S., and have been highly concentrated

in speci�c sectors of the economy, so that their reallocative e�ects are potentially very

signi�cant. Finally, these shocks are often credited with playing a signi�cant role in postwar

U.S. macroeconomic 
uctuations, or even used as instruments, yet they are only assigned a

minor role in economic 
uctuations by standard DSGE models. As is shown below, taking

into account their reallocative implications signi�cantly alters this conclusion.

For this simulation, the underlying microeconomic parameters of Models II and IV

are presented in Table 1 of Figure 3 (the macroeconomic parameters of all four models

are held to be the same as in Simulation 1). The multi-sector models are each divided

into two sectors, referred to as the \nonmilitary" and \military" sectors, respectively. All

consumption and investment demand is assumed to be for nonmilitary goods, while gov-

ernment purchases are divided between the two sectors in a 2:1 ratio. This corresponds

roughly to the state of the U.S. economy in 1988. The hypothetical shock is taken to be

a 4% cut in total government purchases, to be taken entirely out of the military sector in

Models II and IV. (For comparison, the defense cutbacks of the early 1990's resulted in a

decrease in annual military purchases equal to about 6.9% of total government purchases,

with the transition taking place between 1988 and 1993). As is typical in general equi-

librium models, the decrease in purchases is refunded to consumers through a lump-sum

rebate.

There is some question as to whether such a shock should be regarded as permanent

or temporary. Figure 3 presents the results for a completely temporary, one-year change

in the government's purchases of military goods, while Figure 4 presents the response to

a shock that is viewed by the agents as persistent, following an AR(1) process with a

coe�cient of 0.75, which corresponds to the coe�cient estimated from postwar annual

U.S. macroeconomic data.22

22
The responses assuming an AR(2) process for military purchases are very similar.
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Table 1:

Micro Parameters:

Models II & IV

Ai = [1; 1]

�i = [:65; :65]

!i = [:2; 1]

�i = [1:6; 1:6]

� = 0:5

piCi=C = [1; 0]

piIi=I = [1; 0]

piGi=G = [:67; :33]

Table 2:

Aggregate E�ects of �(piGit=G) = [0;�:04]:

Model II Model IV

Â �:0003 �:0016

Û N=A �:0040

P̂C :0041 :0012

P̂K :0041 :0012

pit=pi [1:004; :935] [1:001; :981]

lit=li [1:007; :822] [1:005; :864]

uit=ui N=A [1:002; :912]
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Figure 3: Four Model Responses to Military Purchases Shock
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Table 1:

Micro Parameters:

Models II & IV

Ai = [1; 1]

�i = [:65; :65]

!i = [:2; 1]

�i = [1:6; 1:6]

� = 0:5

piCi=C = [1; 0]

piIi=I = [1; 0]

piGi=G = [:67; :33]

Table 2:

Aggregate E�ects of �(piGit=G) = [0;�:04]:

Model II Model IV

Â �:0003 �:0016

Û N=A �:0052

P̂C :0040 :0012

P̂K :0040 :0012

pit=pi [1:004; :936] [1:001; :982]

lit=li [1:004; :822] [1:002; :863]

uit=ui N=A [1:001; :912]

1 2 3 4 5 6 7 8 9 10
−0.009

−0.008

−0.007

−0.006

−0.005

−0.004

−0.003

−0.002

−0.001

0

0.001
Output  

1 2 3 4 5 6 7 8 9 10
−0.009

−0.008

−0.007

−0.006

−0.005

−0.004

−0.003

−0.002

−0.001

0

0.001
Labor  

1 2 3 4 5 6 7 8 9 10
−0.01

0

0.01

0.02
Investment  

1 2 3 4 5 6 7 8 9 10
−0.004

−0.003

−0.002

−0.001

0

0.001

0.002

0.003

0.004

0.005

0.006
Consumption  

1 2 3 4 5 6 7 8 9 10
−0.004

−0.003

−0.002

−0.001

0

0.001

0.002

0.003

0.004

0.005

0.006
Real Wage  

1 2 3 4 5 6 7 8 9 10
−0.004

−0.003

−0.002

−0.001

0

0.001

0.002

0.003

0.004

0.005

0.006
Real Consumption Wage  

Figure 4: Four Model Responses to Persistent Military Purchases Shock
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Note the large impact on sectoral employment (and to a lesser extent, capital uti-

lization) in the military sector in each of the sectoral models; it is for this reason that a

linearization procedure would be suspect immediately following the shock. The nonlinear

routine followed here ensures that any second-order e�ects, to the extent that they are

important, will be preserved. In fact, as discussed below, they remain insigni�cant.

The impulse responses in Figures 3 and 4 demonstrate a number of distinct advantages

of the sectoral reallocations-capital utilization framework. First, the sectoral implications

of the shock greatly magnify the responses of output and labor input: in Figure 3, the

e�ects are larger by a factor of 4, and in Figure 4, they are larger by a factor of almost

2. Unlike in Ramey and Shapiro (1997), taking into account here the reallocative e�ects

of shocks to government purchases not only allows for a richer set of responses to these

shocks, but also clearly demonstrates a much larger role for them in equilibrium models of

the business cycle. The results here also demonstrate the importance of these e�ects for

a driving shock that is of a more practical magnitude (less than one-sixth the size of the

simulated Korean War buildup that Ramey and Shapiro consider).23

The primary reason for the larger responses of output and employment in the sectoral

models is a rise in the relative price of consumption (as compared to output). The sectoral

e�ects of the shock lead to a fall in the relative price of military goods, and thus a fall

in the price of what agents produce (military plus nonmilitary goods) relative to what

they consume (nonmilitary goods only), which in turn leads to a fall in the agents' real

consumption wage. As a result, agents' compensation, in terms of their consumption

bundles, are substantially less than what they would receive in the standard one-sector

model, greatly magnifying their responses to the shock. The greater fall in employment

in the reallocations models thus re
ects both the deterioration in labor demand in the

military sector, and the decrease in agents' labor supply at the new, lower wage in the

economy.

This leads to the question of whether there are signi�cant e�ects on real wages and

productivity in the model more generally. Within the context of model IV, and only

within that model, the answer is yes. The e�ect of the misallocation of the capital stock

23
Those authors use as their driving impulse a simulated military buildup that is equal in magnitude

to the Korean War|an increase of roughly 25% in the level of total annual government purchases, all

concentrated in the military goods sector.
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ex post in Model II is visible as a fall in aggregate productivity Â, but the magnitude of

the fall is only .03%|a clearly negligible magnitude that again re
ects the second-order

nature of the e�ects demonstrated in section 3. In Model IV, the e�ects are much more

substantial, resulting in a 0.16% drop in aggregate productivity which, together with the

fall in aggregate utilization of 0.4%, is enough to drive down the aggregate real product

wage (nominal wage divided by a GDP de
ator) in Figure 3 despite the fall in labor input.24

Thus, a noteworthy feature of the reallocations- and utilization-augmented DSGE model

is that it can generate procyclical movements in aggregate productivity and procyclical or

acyclical movements in real wages in response to common demand-side shocks. This was

evident in the previous simulation (Simulation 1) as well as both of the current ones. One

of the principal arguments for exogenous technology shocks as a major driving force for

economic 
uctuations is thus weakened by the results.

5.3 Simulation 3: Sectoral Technology Shock

As a �nal example, consider the e�ects of a sectoral technology shock and its reallocative

implications. For concreteness, assume that the innovation occurs in an investment-goods-

producing sector. This allows us to demonstrate how the increase in investment demand

and reallocation of production to the sector with the technological breakthrough results in

a signi�cant shift of resources across sectors and substantially changes the response of the

aggregate economy.

The microeconomic parameters of the model are presented in Table 1 of Figure 5.

For simplicity, the economy is divided into two sectors, the �rst consisting of all invest-

ment purchases and one third of total government purchases, and the second comprising

all consumption and remaining government purchases. This corresponds roughly to the

division of the U.S. economy between investment and durable goods and all other goods

and services (where \durables consumption" here has been lumped in with investment, as

is conventional). The hypothetical shock is taken to be a 3% increase in the �rst sector's

technology parameter, A1, in Models II and IV; given the relative sizes of the sectors in

steady state, .32 and .68 (not shown in the Figure), this corresponds to an aggregate pro-

24
Although the real wage in Figure 4 does not decrease, its increase relative to the other models is

substantially attenuated by the e�ects on aggregate productivity and utilization.
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Table 1:

Micro Parameters:

Models II & IV

Ai = [1; 1]

�i = [:65; :65]

!i = [1; :2]

�i = [1:6; 1:6]

� = 0:5

piCi=C = [0; 1]

piIi=I = [1; 0]

piGi=G = [:33; :67]

Table 2:

Aggregate E�ects of Âi = [:03; 0]:

Model II Model IV

Â :0096 :0134

Û N=A :0271

P̂C :0049 :0068

P̂K �:0100 �:0134

pit=pi [:990; 1:005] [:987; 1:007]

lit=li [1:038; :995] [1:083; :990]

uit=ui N=A [1:067; 1:009]
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Figure 5: Sectoral Technology Shock
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ductivity shock of 0.96%, or roughly 1%, in the one-sector models (Models I and III).25 In

both cases, the process guiding the technology term Ait is assumed to be a trend stationary

AR(1) with a persistence coe�cient of 0.65, which corresponds to estimates from annual,

aggregate U.S. data.26

Figure 5 again shows signi�cant e�ects on the aggregate variables stemming from

the sectoral implications of the shock, particularly when variable capital utilization is also

taken into account. The initial output, employment, and investment responses of model IV

to the shock are roughly twice as large as those of the other models. Part of the reason

for this response is the fall in the relative price of investment in the reallocations models

(models II and IV), which encourages agents to work harder and save more than in the

standard, one-sector model. However, this is clearly not the only amplifying mechanism,

since the response of model II is more muted. The variability of capital utilization in models

III and IV plays a role as well: in these models, agents can take additional advantage of

the technology shock by increasing capital utilization, which counteracts the diminishing

returns to labor and encourages a further increase of output, employment, consumption,

and investment. However, neither model II nor model III provides the giant ampli�cation

of responses that is characteristic of model IV. The ampli�cation channel unique to that

model is the one corresponding to aggregate productivity: the reallocation of production

from a sector with low returns to utilization to one with high returns to same yields an

additional increase in aggregate productivity of 0.38%, beyond the 0.96% that was the

direct average of the sectoral shocks. (For comparison, the reallocative e�ect on aggregate

productivity in model II is literally 0.) This is every bit as e�ective as an exogenous 40%

increase in the size of the shock in the one-sector models, and the agents in Model IV

react accordingly. In addition, the relative price e�ects are larger in the sectoral model

with capital utilization, since it allows production to shift sectors without pushing prices

back as much toward their original steady-state values. This results in substantially larger

e�ects on the relative prices of investment and consumption, P̂K and P̂C , and explains

why the e�ects in Model IV are even greater than 140% those of Model III (aggregate

utilization in Model IV is thus also larger, increasing by about 2.7%, as compared to 0.9%

25
The impulse responses of Model I for this simulation would thus be identical to those presented in

Figure 1, except for the assumption here that the shock has persistence.

26
Strictly speaking, Ait in the models follows a stationary AR(1) process without trend, since the trend

term was separated out as a deterministic component, Xt.
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in Model III (not shown in the Figure)).

6 Discussion and Conclusions

These simulations clearly demonstrate how augmenting the standard DSGE framework to

include sectoral heterogeneity and capital utilization can greatly magnify the responses of

equilibrium models to exogenous economic shocks, both from the demand side (e.g., gov-

ernment purchases) and from the supply side (e.g., a sectoral technology shock). Although

sectoral reallocation and capital utilization can each by themselves act as an ampli�cation

and propagation mechanism, the two taken together yield responses that are signi�cantly

greater than the sum of their parts. This was evident in all three of the simulations above,

and particularly so in Simulations 1 and 3.

The additional e�ects derive from di�erences in the marginal product of utilization

across sectors. A reallocation from a sector with a low return to utilizing capital to

one with a high return to doing so leads to signi�cant, �rst-order e�ects on aggregate

output relative to aggregate inputs, even after taking changes in aggregate utilization

into account. In the simulations presented above, such reallocations led to procyclical

real wages and productivity even when the shocks were completely nontechnological in

nature (government purchases, shifts in consumer preferences). The model thus o�ers an

explanation for procyclical real wages and productivity that does not depend on large

and exogenous shocks to technology. It also matches the empirical �ndings of Hall (1988)

and Evans (1992), who note that aggregate productivity is signi�cantly and positively

related to shocks that one would normally consider to be nontechnological in nature (e.g.,

government purchases).

Moreover, these reallocation-driven increases (or decreases) in aggregate productivity

and real wages provide an additional channel through which agents' responses to shocks are

ampli�ed. In the third simulation, above, this endogenous aggregate productivity channel

e�ectively increased the size of the technology shock by a full 40%. Thus, much smaller

shocks to technology are needed to generate the same e�ects on aggregate variables that

are found in more traditional DSGE studies.

Sectoral models also allow for variation in the relative prices of investment and con-

sumption (as compared to output), which provides another source of ampli�cation for
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agents' responses to a given shock. When the relative price of consumption is higher,

agents are induced to consume less; when the relative price of investment is lower, agents

are induced to invest more than they would in a one-sector model. These e�ects are very

signi�cant, though somewhat less interesting than the e�ects on aggregate productivity

and real wages described above.

The sectoral model presented here also has the advantage that it is easily generalizable

to a large number of sectors, and to a variety of applications. The very close correspondence

of the model to traditional one-sector DSGE studies allows for very clean integration of

the results with those of other studies (note the ease with which capital utilization was

incorporated into the multi-sector framework of section 2). In particular, extensions of the

model to include job matching (Merz (1994), Andolfatto (1996)) and Lucas-type \islands"

for monetary policy (Cooley and Hansen (1997)) would be tractable and very interesting.

Extending the model and ideas of this paper to incorporate an \external" sector, or a source

of exogenous external demand for domestic goods and services (which would be exactly

analogous to G in the domestic economy as presented here), also would be potentially very

rewarding: the equilibrium reallocative implications of 
uctuations in external demand

could be traced out for a given economy.

Models of sectoral reallocation thus o�er many promising avenues for future research,

as well as explanations for past empirical �ndings. It is unlikely that any equilibrium

model of the business cycle will be able to match key features of the data without taking

into account the reallocative implications of economic shocks.
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Appendix A: Derivations

This appendix presents the derivation of the multi-sector model economy's aggregate production

function and aggregate technology term (9) from section 2. For the general case (�i unrestricted),

we have Yit � AitK
1��i

it L
�i

it , with pro�t maximization conditions:

Lit = A
1=(1��i)
it

�
wt

�ipit

�
�1=(1��i)

Kit (A1)

Yit = A
1=(1��i)
it

�
wt

�ipit

�
��i=(1��i)

Kit (A2)

The corresponding aggregates are Lt �
P
Lit and Yt � (1=Pt)

P
pitYit (where Pt is any valid

index of the overall price level), as can be veri�ed by applying Shepard's Lemma to the aggregate

pro�t function (the sum of the sectoral pro�t functions). We thus have

Lt �  

�
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�
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�
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Pt
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which is a continuous, decreasing, surjective function of (wt=Pt) onto the nonnegative real num-

bers, given all the other parameters. Thus,  is invertible, and wt=Pt =  �1(Lt). Note that we

have notationally suppressed the dependence of  and  �1 on the parameters �i.

Substituting  �1 into the equation for Yt yields the aggregate production function for the

system:
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(A4)

Pulling the quantity Xt out of the summation is justi�ed to �rst order by equation (A6)|see the

example after that equation, below. Note that Yt is not a linear function of Kt because there are

additional terms that come in through  �1.

As long as the distributional terms (pit=Pt), (Kit=Kt), and (Ait=Xt) are held �xed in (A4)

(and we should rewrite (A3) to make this apparent for  �1 as well), aggregate output Yt is a

stable function of the aggregate inputs Kt and Lt. However, changes in these distributional terms

will result in changes to the functional form of (A4), and in general these cannot be captured

in terms of a simple mulitplicative technology term At such as that presented in equation (9) of

section 2.

Such an expression for technology can be obtained, however, when we restrict ourselves to

relatively small variations in the �i about some central � and to a neighborhood of the economy's

steady state. First, observe that in general we can write Lt and Yt, with the aid of (A1) and (A2),
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as:
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where d�i � �i � �. Let the bracketed terms be denoted by AL and AY , respectively.

Given the �i, we may now choose the constant � so as to satisfy:

X
d�i A

1=(1��i)

i

�pi
P

�1=(1��i) Ki

K
= 0 (A5�)

where the lack of a time subscript on a variable denotes its steady-state value. This is easily done

by setting

� �
X

�iA
1=(1��i)
i

�pi
P

�1=(1��i) Ki

K

,X
A
1=(1��i)
i

�pi
P

�1=(1��i) Ki

K

(which, to �rst order, is just � �
P
wLi=

P
piYi). Equation (A5) and the one that follows have

been starred to highlight their importance.

For small deviations of the variables Ait, pit=Pt, and Kit=Kt from their steady-state values,

and small variations in the �i, we then have

X
d�i A

1=(1��i)
it

�
pit

Pt

�1=(1��i) Kit

Kt
= 0 (A6�)

to �rst order. For example, A
1=(1��i)
it = A

1=(1��)
i +�rst-order terms, which become second-order

and hence negligible when substituted into (A6).

Making use of (A6) to simplify AL and AY reveals that these two quantities both equal"X
A
1=(1��i)
it

�
pit

Pt

�1=(1��i) Kit

Kt

#

to �rst order. For example,

AY =
X

A
1=(1��i)
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�
pit

Pt

�1=(1��i)
�
wt

Pt

�d�i=(1��)(1��i) �
�i=(1��i)
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��=(1��)
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Kt

=
X
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1=(1��i)

it

�
pit
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�
1� log

�
wt

Pt

�
d�i

(1� �)2

�
�

�
1 + ((1� �) + log�) d�i

� Kit

Kt
to �rst order in the d�i

=
X

A
1=(1��i)
it

�
pit

Pt

�1=(1��i) Kit

Kt

after applying (A6).
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An analogous calculation can be performed for AL. We thus have:

Lt = A
1=(1��)
t

�
wt

�Pt

�
�1=(1��)

Kt (A7)

Yt = A
1=(1��)
t

�
wt

�Pt

�
��=(1��)

Kt (A8)

where

At �

"X
A
1=(1��i)

it

�
pit

Pt

�1=(1��i) Kit

Kt

#1��
(A9)

and where the equalities all hold in a neighborhood of the steady state and for small variations

in the �i. In general, (A9) cannot be simpli�ed any further.

Together, (A7) and (A8) imply

Yt = AtK
1��
t L

�
t

which completes the separation of (A4) into aggregate quantities and a multiplicatively separable

distributional or technology term, At.
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Appendix B: Solution Method

The numerical solution method for the models and their dynamic impulse responses follows closely

the log-linearization procedure of King, Plosser, and Rebelo (1987). To solve the baseline one-

sector model, these authors take the representative agent's system of optimality conditions and

derive their log-linear approximations in a neighborhood of the model's deterministic steady state.

For small perturbations, the solution of this system yields a good approximation to the true

solution of the model, even in a stochastic setting.27 See King, Plosser, and Rebelo (1987) for the

details of the method.

As was mentioned in the text, however, a linearization procedure is suspect when applied

to shocks at the sectoral level. Only when these shocks have had a chance to die down is a

linearization appropriate. Given the structure of adjustment costs or adjustment lags in the

model and a candidate shock, it is typically possible to determine a set number of periods k after

which a linearization procedure produces a good approximation to the equations of the model.

The system's equations for periods k and beyond can then be linearized exactly as in the King,

Plosser, and Rebelo framework. Taking k = 0 thus corresponds exactly to the KPR procedure.

Taking k = 1, we would guess hypothetical values for all the time t variables of the system, require

that they satisfy all the time t constraints of the model nonlinearly, trace out the implied values of

time t+1 state variables that result, and then solve the model linearly from period t+1 forward,

given these \initial" time t+ 1 state variables. The accuracy of the initial guess is determined by

the optimality conditions for the costate variables that must be satis�ed on the boundary between

periods t and t + 1; if these conditions are not satis�ed, another guess is made and the solution

procedure reiterated. Solving the model for k = 2 is then simply a matter of adding another

period's worth of guessed variables and another period's worth of costate restrictions, and so on

for k � 3.

In practice, the special structure of the models of the text allows us to take k = 1. This

is because the assumption that capital is freely mobile one period after the realization of the

shock implies that the large movements in sectoral output, utilization, employment, and prices

that result from the short-run �xity of capital will largely be eliminated by the beginning of

period t + 1. Longer lags to capital adjustment could easily be incorporated by extending this

27
Validity in the stochastic setting can be seen by recognizing that

E[XY ] = E[X]E[Y ] + Cov(X;Y )

� E[X]E[Y ]

is an excellent approximation when Cov(X;Y ) is small relative to E[X]E[Y ]. This is the case for all

of the macroeconomic variables of the system (At, Yt, (1 + rt), etc.). All the stochastic equations of the
system (involving cross-terms such as E[XY ]) can thus be replaced by their certainty equivalents (involving
E[X]E[Y ]), and these certainty equivalents are identical to the equations for the deterministic case.
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boundary forward a few periods, but wouldn't materially alter the solution algorithm or impact

the demonstrated importance of e�ects of sectoral reallocation in the models.

Thus, the solution algorithm for the simulations in the text proceeds as follows: hypothesize

values for the wage wt and relative prices pit for period t. Given these quantities, all other time t

variables of the system can be determined. This then implies a value for the time (t+ 1) capital

stock Kt+1. The time (t+ 1) distribution of capital across sectors is easily determined by a zero-

pro�t condition, since capital is freely mobile at the end of period t. Given Kt+1, the log-linear

approximate solution for all time (t + 1) (and beyond) variables can quickly be obtained using

the KPR linearization procedure. If the time (t+1) and time t values for consumption and labor

satisfy the consumer's Euler equation, then we have an equilibrium; otherwise, we guess new

values for wt and pit, and reiterate the procedure.

For this algorithm, convergence of the nonlinear routines was never a problem, and solutions

were typically found very quickly, within a few iterations, even for models with a large number of

sectors. Detailed notes about the procedures and Matlab routines are available from the author

upon request.
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