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I. Introduction

In recent papers, B. T. McCallum [1977] and P. Callier [1980, 1981]
have estimated an equation implied by the modern theory of forward foreign
exchange (MT), assuming that expectations about future spot exchange.r#ééérare
formed rationally.l/ Their estimates of the (MT) equation are subject to
several problems that may arise when estimating rational expectations models.
First, the presence of the expectation of the future value of a variable
conditional on information available at time t, within the equation being
estimated, has been found to lead to serial correlation in the error term.
Seconi, the use of standard GLS techniques to correct for serial correlation
in the structural disturbance will lead to inconsistent parameter estimates
and to inconsistent asymptotic standard errors. Third, the use of monthly
data on all series in conjunction with forward contracts of three months
maturity results in successive forecast periods overlapping and attendant
complications in estimation. Finally the possibility that the disturbance
term in the MT equation is not conditionally homoskedastic can cause the

standard covariance matrix estimators to be inconsistent.ZJ



The purpose of this paper is to reveal explicitly how the problems
mentioned above will result in inconsistent parameter estimates of the
coefficients in the MT equation and in inconsistent estimates of asymptotic
standard errors if typical estimation procedures are used. An alternative
estimation procedure suggested by McCallum [1979B] and Hansen [1979, 1980] is
presented, and implemented for the (MT) equation of the forward exchange
rate.3/ The coefficient estimates of the (MT) equation and the standard
errors obtained using a correct estimation procedure are then compared with
those obtained using McCallum's [1977) original procedures for the DM/dollar
rate over the current floating exchange rate period.é/

The proper estimation of the DM/Dollar forwafd exchange rate equation
suggested by the MT results in marked changes in estimated coefficients and
generally greater asymptotic standard errors. The common assumption that
interest rates are generated by an exogenous stochastic procesaé/ is
rejected using both eurodollar and treasury bill interest rates for the
DM/Dollar case. These two conclusi&ns suggest that recent attempts to explain
the simultaneous determination of the spot and forward exchange rate by
adopting both the assumption of rational expectations and the theoretical
framework suggested by the MT (@s in Driskill and McCafferty [1982])) are
potentially misleading.

This paper is organized as follows: Section II reveals how the
estimation procedures recently used to test the MT leads to inconsistent
parameter estimates. Section III develops a method for obtaining consistent
parameter estimates and asymptotic standard errors for the MT equation.

Section IV implements McCallum's [1977] incorrect procedure and the proper



procedure discussed in section III in order to discern the effect of using
proper estimation techniques for both the magnitudes of estimated coefficients
and standard errors. Finally, section V summarizes the results.

II. Problems with Past Estimation Procedures in Tests of the Modern Theory
of Forward Foreign Exchange

McCallum [1977] and Callier [1980, 1981] estimate the following

equation for the forward exchange rateb/
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Initially the analysis which follows can be simplified by working with one-month

forward contracts so that (1) becomes
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where F, 1is the one-month forward rate, F: is the corresponding interest-

e

parity forward rate and St+1

is the value of the spot exchange rate ex-
pected to prevail at the end of next month. Spot and forward exchange

rates are expressed as the mark price of U.S. dollars. The MI defines the
interest rate parity forward rate F: as that forward exchange rate which
eliminates any yield incentives for covered capital flows given spot exchange

rates and domestic and foreign interest rates. More formally, Fy = SRt

where 3; is the current spot exchange rate and
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with i: and i. denoting the interest rate (in terms of monthly rates of
return) in Germany and the United States, respectively. Finally, like
McCallum [1977) it is assumed that Ry is exogenous and that Fr and Sg
are simultaneously determined endogenous variables.l/

Té obtain parameter estimates of the coefficients in equation (1)',
McCallum and Callier both employed an instrumental variable technique (see
McCallum [1976]). This procedure must be used in order to overcome the
classical errors in variable problem which is present in (1)' due to the
appearance of the explanatory variable, Sg4]. However, it also leads to
inconsistent parameter estimates of (1)' and to inconsistent asymptotic
standard errors. This becomes evident by focusing attention upon the
complications in estimation introduced by the term Sg¢4].

First, assume that the structural distrubance u¢ in (1)' is a white
noise process with zero mean, finite variance, oi and E[utut_j] =0 for j # 0.

The assumption of rational expectations implies

_ o
3) St+1 = St+1 + nt+l
e
where See1 = E[St+1|1t] and Ny,1» the "true'" forecast error, is serially

uncorrelated. Also, E[n IIt] = 0, by the propertiés of the linear least

t+l
squares operator. Agents are assumed to have full current information, where

the information set is written as Ithg/

Substituting (3) into (1)' results in

*
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where V, = u . - y,n . While the structural disturbance u;y and the

forecast error n are each serially uncorrelated alone, the new

t+l
composite disturbance vy is serially correlated. This is because ug the
structural disturbance term (or innovation) occurring at time t, will be
correlated with Ny, the fgrecast error between periods t-1 and t.gl
The composite disturbance v, will be correlated with the variable Sg4)
so that estimates of Y, will be inconsistent unless proper estimation
procedures are employed.

The problems introduced by the term Si+1 are further complicated

when the structural disturbance u; follows a first order autoregressive

process (Ar(1)), as both McCallum and Callier assume, where

(5) U =eu o, e, lo| < 1.0

2 . .
and €, ~ (0, ae),w1th E(etet_s) = 0 for all s # 0. Applying the usual

Cochrane-Orcutt transformation yields

F, = - * . * -
6) v = Yoll-P) * oF  p * viFr - oviFey + vpS4y - PYpS, ¢ Ve

where vy = € * PY N, - Y2Nt41- The composite error is now serially

' . 10/
correlated because it contains a moving average component (DYzﬂt - ant+1).__

Moreover, unless instruments are chosen very carefully when forming the
fitted values of the explanatory variables, v, will also be correlated with

the explanatory variables in (6). This can be shown as follows:



Both McCallum and Callier use a subset (Yt) of the information in

I, to obtain fitted values of the explanatory variables in (6)~£l/

. he inf . . -
Specifically, they use the information set ¥ {Rt’ Rt-l’ Rt-Z’

F S S

t-1’ “t-2°

onto the relevant set of instruments in Wt. Thus, they have
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F

The forecast error in (7) is not equivalent to the "true'" forecast error

nt+1{
* aw * 3
(3) Fo = FL o+ (Fy - F.)
where Ft = E[Ftlwt]
and Fo1- Ft-l =0 j

The equations both McCallum and Callier estimate can be derived by
substituting (7) and (8) into (1)' and performing the Cochrame Orcutt

transformation to obtain:

~ - ~ -
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where 2z¢ = g + F*- %) - L e a
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} and project the explanatory variables in" (6)

This is the forecast error due to using ?t rather than It‘ Next given
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The problem with this equation is that the composite disturbance Z, will be

correlazed with Ft-l and all variables dated at time t(?;, §t) because of

* *

. * 2 -
the term (Ft~l- Ft-l) z Ft-l

- E(F;_ll?t_l]. Moreover,§t+1 will be

e =~
correlated with the (St- St) component of the composite error z .. Estimates
of the coefficieats in (9) will be inconsistent unless instruments are
chosen very carefully. -Specifically, by the law of iterated expectations

E[zt|wt 1] = 0 which implies that to get consistent estimates in (9) involves

* *
t-1° Ft’ Ft-l’ St+l and Ston an adequately large subset

1% Reors Recgo oo Segs Spgo oo v Frgr Foose

-~ ~ - - ~ 12 .
fitted values F, ., FY, Fr .1, Sye1? Stl.—_/ In sum, the order of

t’ t-1

the projection of F
of ¥ .. } to obtain the
the moving average process genefating z, (an MA(9) in the present case) will
determine the appropriate set of instruments to use (e.g. in terms of the
number of lags etc.) in estimation.

In McCallum's and Callier's work the instruments employed in forming
the fitted values of the explanatory variables in (6) were the endogenous
variables (F., St) lagged one period and the current value of the exogenous
variable (Rt)' Thus, the parameter estimates and asymptotic standard errors
obtained in this work are inconsistent. Several recent papers have suggested
that lagging the instruments properly does not insure that consistent asymp-

13/

totic standard errors can be obtained.- Although z, and ?t_j,are orthogonal
for j'z'l,it is not the case that z and ?t-j will be uncorrelated for j < 0.
Thus, the explanatory variables are not necessarily uncorrelated with z, at
all leads and lags. It is for this reason that standard GLS techniques cannot
be used to obtain consistent estimates of the coefficients and asymptotic

L4

standard errors.
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An additional problem not addressed by McCallum and Callier is
that the composite disturbance term z, may be conditionally heteroskedastic. .
To the extent that the composite disturbance in their work is not conditionally
homoskedastic with respect to the set of instruments used (i.e. E[zil?t,
eee | # 02) estimates of the variance covariance matrix will not be

Yo
consistent.l&/

Recent work by Cumby and Obstfeld [1983] suggests that this
may not be a problem of minor impcrtance.lé/

A final problem in the work of McCallum and Callier occurs due to
the use of monthly data with three month forward contracts. 1In this case
the sampling interval (monthly) and the forecasting horizon (3 months) are
not the same. Hansen and Hodrick [1980], Garber [1978] and Stockman [1978]
have suggeéted that the overlapping of successive forecast periods will lead
to serial correlation in the error term. Specifically, the structural dis-
turbance will follow a third-order moving average process, u, = e, * ulet-l
*ase. o+ age o where Ee, = 0, Eez = o% and Eeiéj = 0 for all i#j.
In principle such a moving average process can be handled by the est:imation
procedures to be outlined below.lg/ However, to see how sensitive McCallum's
and Callier's results are to the estimation procedure alone it is useful to
work with data series which do not result in these complications. 1In the
present study, forward contracts having a maturity of one month are employed,
so that the forecast horizon and the sampling interval are both one month.
Hence, the problems associated with the overlapping of successive forecast

periods are eliminated.

ITI. Procedure for Obtaining Consistent Estimates and Asymptotic Standard
Errors for the (MT) Equation ”

In this section, a different procedure for estimating the parameters

in the (MT) equation is described. The estimator obtained using this procedure



can be thought of as a member of a wider class of general method of moment
(GMM) estimators whose large sample properties have been developed by
Hansen [1982]. Specifically, Hansen [1979, 1982] has derived a consistent
estimator of the asymptotic variance covariance matrix and an asymptotic
c¢istribution theory for parameter estimates under conditions where disturbances
are serially correlated.and instruments need not be’strictly econometrically
exogenous.ll/ The nonlinear instrumental variables procedure described below
makes use of the asymptotic distribution theory developed by Hansen [1982]
in order to obtain the correct asymptotic variance covariance matrix for
the estimated coefficients. This instrumental variables procedure also
accounts for the possible conditional heteroskedasticity of equation dis-

18/

turbances,

III.(a) A Consistent but Inefficient Estimation Procedure

In the present context, the application of the estimation procedure
suggested by McCallum [1979B] and Hansen [1982] to obtain consistent parameter

estimates can be described as follows: Project Ft-l’ Ft’ F;-l’ St+1’ St onto

-~

* foud -~ -
e-1> Fe'» Fr's 8.,  and 5.1, Then

¥ to obtain the fitted values F
t-1 t+l t

form the estimating equation

- -~ -~

; F = - 3 * . F* 1 v § 1
acy  Fo=v,Q-p)+ PReo1 * MiFp - eviFr gt o v - e 8.t ¢ 4y

where d, is, by construction, a composite error term that is uncorrelated with
the regressors. OLS estimates of (10) will be consistent. To obtain estimates
of Y' = (p, YO’ Yl’ Y2) one would want to impose the nonlinear restrictions on
the parameters fo(l- °), o, PY1s Yo and PY,: This can be done by rewriting

L4

equation {10) in matrix notation as

(10)'  F = Q f(y) + d,
Txl  tx6 6xl txl
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where T is the number of observations,

yol
]
—
T
L

t-1 t t-1 t+l t

and f(!).= [Yo(l'p)s P, Yls 'lea'lel 'pYzl'
: Ix6

Given the orthogonality of the regressors and the error d.; consistent
estimates of the coefficients in (10)' can be obtained by minimizing the

sum of squared residuals. This results in

D e(y) = (F - QF(Y)'(E - QE(Y))

which is equivalent to obtaining the nonlinear instrumental variables

estimator for Y as in proposition 1 of Cumby et al,. [1980].12/ The normal

equations can be written as

Bf(I)' - -

(12 — (-Q'E + Q'Qf(y)) = 0O
¥

4x6

<>

o
b

—
o))
bad

—
F-N
o

—



) Yo I S O
3£ (y) . ]

where 3 = l-p Yo 0 0

¥

6x4 0 1 0 0

0 0 1 0

0 -y, =p 0

0 0 0 1

] 0 -?2 0 -p

Thus any acceptable gradient method can be used to minimize 3(1)where
equation (12) provides one with the relevant gradient veétor,zg/
Minimizing B(I) allows us to obtain the yector f' = (p, ?0, ;1, ?2) of
consistent parameter estimates. Hansen's [1979] theorem 3gl/suggests that

i is asymptotically normally distributed as

(13) A - 4N, s zh
. 3f(y)|" - -y af ()
where T = —a—— E[gt gt] __a—
4x4 Y Y
ax6 'Y 6x6 6xd4 |7
§t| = [}, Ft-l’ ?;, ﬁ;_ll, §t+l’ éti] and the partial
1x6
’ (-]
deriative matrix is defined as above. 1In addition, Sz = I RZ(T),
\ f(N)'| |
R,(1) = E[z, z, ], and z, =d, —TY—— Ygt
4x4 ‘ 4x1 - -
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where dt is the t-th disturbance téerm and the other terms in z, are
defined as before except that the partial derivative matrix is eval-
uated at the "true" minimum value of Y, since the results in (13)

are asymptotic.

To perform hypothesis tests, consistent estimates. of Sz and I are

: 3f(Y)'|
needed. To obtain” S_, form z: = ét —1 g, where & , a consis-
4x4 - 4x1 ~ o
tent estimate of the t-th residual, is calculated as
- _ -,\_ -A -A -“ * an * - < jagigl
‘(14) € = Fr = Yol -p) - PF .y = YiFp * PYiFe ) - ¥oSen * Y5t

McCallum [1979B] notes that ét must be formed by using the actual values
of the explanatory variables instead of the fitted values in equation

' (10). Hansen [1979, 1982] has suggested that consistent estimates of

Sz (e.g., 52) can be obtained by forming the spectral density matrix of
§: and evaluating the elements in this matrix at the zero frequency.zz/

-This is done by obtaining estimates of both the spectral and cross spec-

tral density functions throﬁgh the use of the Daniel estimator. To

obtain a consistent estimator of I (.g., L) Hansen's [1979] theorem 3

implies that

(V)| . _ ¥ f(Y)
plim T_T—_ Q' Q 3 =2z
T+ vy Iy Y v
. p M L M)
Thus in finite samples I = |= Q' Q ~ where zll
T as |~ 3 |- '
4x4 Y Y Y iy
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matrices are defined as before. For hypothesis testing we use

5, 8 = ngy, T

1 a-1
-N('I, TZ

1<)

The expression for the var(?) can be simplified further when we write

é- = E%T-gl where §I°is the matrix of smoothed periodogram and cross
s
periodogram ordinates evaluated at the zero frequency and multiplied

by the scalar 2w«T. Thus, the Var(y) becomes

(15)  Var(§) = o=[E s §-1y23/
4x4 4x4 4x4
In the present:.-case the construction of §z,Wi11 involve the estimation
of ten spectrallana cross spectral density functions.

In sum, the procedure developed above suggests how consistent
estimates of the coefficients and asymptotic standard errors can be .
obtained. However, interpretation of the empirical results employing
these procedures are subject to several qualifications. First, consistent
estimation requires that the investigator know the disturbance correlation
length. Sims [1980] has argued that this a priori identifying information
is often unavailable. Thus hypothesis testing frequently involves tests
of joint hypotheses including assumptions about disturbance correlation
lengths as is the case in the empirical application below, where an AR(1)
process on uy has been assuméd. Second, a requirement of the procedures
discussed above is that the regressors follow a jointly erodic covariance

P : .
stationary process. Meese and Singleton [1980] have recently conducted
tests for unit roots in univariate autoregressive representations of the

log of the spot and forward exchange rate for several countries.
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Their findings suggest that care must be taken in making the assumption
that the regressors follow a jointly covariance stationary process when
lagged values of the forward and spot exchange rate are used as instruments,
as in the present study. Third, the assumption that R(t) is exogenous

(see McCallum [1977], Driskill and McCafferty [1981], and Callier [1980,
1981]) would seem vef& questionable in light of the findings presen:ed

in Appendix 2, where it is shown that F(t) and S(t) Granger cause R(t).
Thus, the necessary conditions for R(t) to be strictly econometrically
exogenous do not hold. In addition, this rejection of Granger noncausality
of S(t) and F(t) to R{t) occurs when either treasury bill rates or =uro-
currency rates are employed as the relevant interest rate series.

IV. Empirical Results

IV.(a) Data Alignment, Covariance Stationarity and the Choice of
Data Series

Before proceeding with a discussion of the empirical results, it
is useful to discuss briefly the three problems of data alignment, co-
variance stationarity of the regressors, and the choice of data series
within the context of the present study. First, Meese and Singleton
[1980] have suggested that how the spot rate in period t+n (S ,,) is
aligned with the forward rate(fg), of maturity n is an important factor
in determining the coefficient estimates an investigator obtains. Problems
arise because in actual practice the length of a given forward contract
(let us say of one month maturity) will vary according to the month in
which the forward contract is written.gé/ In addition the agreed payment
date or '"value date" for a given spot,transaction is usually twa days after

the day on which the transaction originated (see Kubarych [1978]). In the

present study and in other work (see Meese and Singleton [1980] or Hansen
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and Hodrick [1980]) the value of n is usually set equal to some constant
value rezardless of the month one is in. In this study, the value of
n chosen was 30 days so that a forward contract written on the Tuesday of
the beginning of the month was aligned with the Thursday spot rate 30
" days hence if available.gé/ Aligning the forward and spot rates in this
fashion introduces a form of measurement error into the series for the
spot exchange rate in period t+n. However, letting n vary according to
the month in which the contract is written and aligning forward rates
(FE) and spot rates (S 4,) accordingly would introduce a form of heter-
oskedasticity into the error term.zél In sum, it should be recognized
that different methods of data alignment result in different problems.
Second, Hansen's [1979] theorem 3, in which an asymptotic distri-
bution is derived for the estimated coefficients (i) requires that all
variables have mean zero and be jointly covariance stationary. Meese
and Singleton [1980] have attempted to see whether this assumption holds
in several countries by using a test for pnit roots in univariate auto-
regressive processes developed by Haza and Fuller [1979] and Dickey and
Fuller [1979]. Meese and Singleton reject the hypothesis that the log
of the mark dollar spot exchange rate has a unit root, however, this
hypothesis cannot be rejected for a forward rate. More importantly,
tests for the existence of unit roots in the joint autoregressive repre-
sentation of s(t), £(t), i(t) and i*(t) have not yet been developed so
that it is not clear that the assumption of covariance stationarity has
been violated. Thus, when proper estimation procedures are used (see
section IV(c) below), all data series were detrended and the résulting

series had zero-mean and were assumed to be jointly covariance

. 27
stationary.—
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Third, as will become clear below (see section IV(c)) the results
obtained are very sensitive to both the data series used and to the sample
period over which the MT equation is estimated. 1In the results which
follow, two sample periods are examined for the DM/Dollar rate. Over the
sample period from March 1973 to June 1979, Forward and Spot rate data
were obtained as bid prices reported in the Interﬁational Money Market
Year books. The interest rate series were 90-day treasury bill rates
obtained from the IFS Data Tapes. The other sample period examined is
from July 1973 - July 1980. 1In this case, Interbank Forward and Spot
exchange rate data was used.gﬁ Also, 30-day eurocurrency interest rates
were used instead of treasury bill rates, since these interest rates are
not subject to political risk (see Dooley and Isard [1980]).22/

IV.(b) Results of Applying McCallum's Incorrect Procedure for
the DM/Dollar Rate for Two Different Sample Periods

Table I presents the results of performing McCallum's and Callier's
incorrect procedure for the DM/Dollar rate over the 1973-1979 period. The
Case I figures shown in the first column are OLS estimates of equation (4).
As is readily apparent, the value of R2 is quite high and the t-ratio
associated with the coefficient on F: is very high. The coefficient on
St+1(§2) is .2784, however, it is insignificantly different from zero.
Moreover, the Durbin-Watson statistic is very small suggesting that the
error is serially correlated. This is of course not surprising ir light
of the discussion in Section II which suggested that estimates of Yo would
be inconsistent and asymptotically biased toward zero if an OLS procedure
was applied. This.is because v, and.St+1 in equation (4) are correlated
much like an errors in variables model.

Accordingly, we follow McCallum [1976,1977] and use instrumental

variables estimators in cases II-V. In Cdse II, the variables that
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Table 1

ESTIMATES OF THE (MT) EQUATION FOR THE DM/DOLLAR RATE
: MARCH 1973 - JUNE 1979 ‘
USING MCCALLUM'S INCONSISTENT PROCEDURE®

Explanatory .
Varisbles Case 1 Case 11 Case III Case 1V Case V
constant -.01879 -.0222 -.02256 -.0276 -.0449
std.error (.001611) (.004075) (.007463) (.00538) (.01218)
t-stat (-11.667)* (-5.44722)* (-3.0237)* (-5.131)* (-3.689)*
F: 1.0472 .77926 .52112 1.075 1.0490
std.error (-.015626) (.146564) (.400936) (.0341) (.04502)
t-stat (67.0143)* (5.31689)* (1.29975) (31.500)* (23.305)*
St+1 . 0061 .27848 .53443 -.0018 .0636
std.error (.014906) (.144819) (.396917) (.03074) (.0419)
t-stat (.41202) (1.92297) (1.34645) (-.06096) (1.5172)
Ft-l - - - .8095 .9450
std.error - - - (.06967) (.03882)
t-stat - - - 11.6177 24.3475
R2 .999 .994 982 .999P .599¢
S.E.R. ,00158 .003683 .006733 .0009 .0003
D.W. .3672 1.1023 1.2491 1.9151 1.678
a
b R2 value is shown for F_ not F_ - pF
t t t-1
2

cR

*

value is shown for Ft not Ft- pF

t-1

Indicates that the coefficient estimate is significant at the
.05 significance level.
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appear as regressors in the first stage regressions used to generate

the fitted values Fy and § ) are S, ;, S, 5. Fi_ 1o Frogs Res Ry

and a constant term, In Case III, Ft-2 and Rt-l were dropped from the
set of variables, following McCallum [1977]. 1In both cases, the constant
term is significantly different from zero, whereas, ?1 is significantly
different from zero iﬁ Case II but not in Case III. Also, the constant
terms are small while the coefficients on Ft and S

30/

mately sum to 1.0.~ The D-W statistics again reflect the fact that

t+1’ Yl + 72’ approxi-

first order serial correlation is present in the error term. Moreover,
we know from the analysis in sections II and III the use of instrumerts
lagged only one period will result in inconsistent estimates of the co-
efficients and inconsistent asymptotic standard errors in the second
stage regressions reported in cases II and III. Finally, cases IV and

V replicate McCallum's [1977] use of Fair's [1970] procedure in order to
account for the serial correlation in the error term. In case IV we
follow McCallum by using a set of first stage regressors consisting of
Res Reqs Frogs Frigs Frogs Se1s Seogs Seos and a constant term. In

case V, R and S, _4 are dropped from this list. In both cases,

t-1° Feo3
?1"§2 approximatgly sum to unity while the coefficients ?0 and:?l are
significantly different from zero. Also‘?z is very small (.0018 and .0636)
and insignificantly different from zero in both case IV and V. Finally
as in McCallum's [1977] results for the Canadian/Dollar rate the D-W
statistic improves substantially and the standard error of the regression
falls markedly when Fair's technique s employed.

Table II presents the results of performing McCallum's incorrect

procedure for the sample period 1973-1980 using a different set of data

(see section IV(a) above). The results are substantially different relative
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Table 11
ESTIMATES OF THE (MT) EQUATION FOR THE DM/DOLLAR RATE

JULY 1973 - JULY 1980 a
USING MCCALLUM'S INCONSISTENT PROCEDURE™ .

Explanatory

Variables , Case 1 Case 11 Case 111 Case 1V
constant © o -.026004 -.01623 -.01732 -.01695
std. error .00928 .01451 .01420 .0124
t-stat -2.80216 -1.11825 -1.21929 -1.36921
F; .56753 .13592 .1545 .1289
std. error .05822 .143209 .13902 1277
t-stat 9.74766* .949115 ©  1.112 1.0099
§t+1 .507151 .901773 .8863 .9095
std. error .050461 .12173 .11824 .10890
t-stat 10.0503* 7.4076% 7.4957* 8.3512*
Foy -.1608
std. error .1089
t-stat -1.476
R2 .973 9537  .9552 .9556P
S.E.R. .0115 .01516 .0149 .0148
D.W. 1.2857 2.2789 2.2546 1.9913

2 The data series used here were 30 day eurocurrency interest
rates and forward and spot exchange rates quoted on the interbank
market (see section III.A for a further discussion). '

b .2 .
R4 is shown for Ft not Ft"th-l‘

Indicates that the coefficient estimate is significant at the
.05 significance level.



- 20 -

to those obtained in Table I. The coefficient estimates for Y; and Yo
are (.5673, .50715) and both coefficients are significantiy different
from zero, in contrast to the results for Case I in Table 1. However,
as in Table I the Durbin Watson statistic does suggest that serial
" correlation is present in the error term. Instrumental variables esti-
mators are shown in-cases II, III and IV, The first stage regressions
used to form the fitted values for F: and S, were the same as those
described for cases II, III and IV in Table I. In contrast to the results
in Table I, the constant terms are insignificantly different from zero
in cases II, III and IV. The coefficient attached to the interest rate
parity forward rate (?1) is small (.1392 and .1545) and insignificant
for cases IT and III vs. values close to 1.0 which are significant in
Table I. In addition, the coefficients on St+1(;2) are large (.9017,
.8863) and statistically significant whereas in Table I these coeffi-
cients are small and insignificant. Finally the Durbin Watson statistics
for cases II and III in Table 2 suggest that the structural error term
may not be serially correlated. This is in contrast to the results pre-
sented in Table I which suggested that serial correlation was present.

Case IV, Table II presents the results of applying Fair's [1970]
procedure., In contrast to the Table I results, the coefficient §2 is
large and statistically significant while the coefficient §1 is small
and statistically insignificant. Also, in contrast to the results in
Table I, the autoregressive parameter (p) on Fo1 is small (-.1608) and
insignificant.

In sum, the results of Table i and II suggest that the éample

period and the nature of the data series used can make a large difference
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in the magnitudes of coefficient estimates and the extent to which errors
are serially correlated. It should be observed that evidence of little
serial correlation in the error term, after performing the instrumental
variables procedures in cases II and III of Table II, does not suggest

' that the problems inherent in these estimation procedures (see section II)
were absent. Even if it was assumed that the structural error term u,
(eq. (2)) was serially uncorrelated, serial correlation can arise in the
error term due to the presence-of the term s§+1 (see section II). Thus
the coefficient estimates and standard errors obtained in Tables I and II
‘are inconsistent,

IV.(c) Application of a Proper Estimation Procedure

Tables ITI and IV below show the results of applying a consistent,
but inefficient, estimation procedure (see section III) to the modern
theory equation (10) for the DM/Dollar forward rate for two different
sampl.e periods.él Table ITI and IV were created as follows: Each series
was detrended and the fitted values?t_l, F:, ?:_11, §t+1’ §t1 were formed
in first stage regressions where the regressors were F __,, Ft-3’ St-2’ St-3’
Reo1o Rt-2’ Rt-3' Equation (10) was then estimated subject to the nonlinear
restirictions developed in section IIa. The Davidon Fletcher Powell Algorithm
was used to obtain the estimates of i in Table III and IV.QZ/ The "corrected"
standard errors and t-statistics reported were obtained using the procedure
suggested in section III.(a).

The estimated spectral density matrix of z: evaluated at the zero
frequency, §;(0) was obtained as follows. First, the consistently estimated

P .

residuals were obtained using equation (l4). Second, the spectral density

.
matrix for z, was formed where estimates of the spectral and cross spectral
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densities at the zero frequency were obtained by using a lag window

(Daniell) of width 7 and 9 ordinates, depending upon sample'size.gé/

It
should be observed that in general the cross-periodogram ordinates are
not real, Because the cross covaribgram is nonsymmetric., However, at
the zero frequency the cross periodogram ordinates are conjugate
symmetric. Thus when we average over the ordinates the complex parts
cancel out and we obtain real values for the off diagonal elements in
S;(O). Finally, the Var(y) is computed as in equation (15). Obtaining
consistent asymptotic standard errors and coefficient estimates does make
a substantial difference particularly in the sizes of standard errors for
both sample periods.

Table III presents the results of applying Mccallum's consistent
procedure to the (MT) equation for the March 1973-June 1979 period. Note
that only the coefficients ?1 and § are statistically significant in Table III.

This is in contrast to Table I where ;0, ;Vand p were all statistically signi-

ficant. Perhaps more important is the finding that the "correct" asymptotic

standard errors presented in Table III for (?0,‘§1. QZ' p) are all greater
than the standard errors computed for these coefficients using Fair's
method (see cases IV, V, Table I). Such a finding suggests that when
asymptotic standard errors are computed correctly multicollinearity may
become a serious problem in contrast to the arguments of McCallum [1977],
(footnote 18, p. 149). Finally the magnitudes of coefficient estimates
did not change markedly when correct procedures were pursued.

Table IV presents the application of McCallum's consistent proceclure
for the July 1973-July 1980 sample peripd. A comparison of the results
presented in Table II and Table IV reveals that both the magnitudes of
coeffficients and asymptotic standard errors change markedly when proper

procedures are pursued. The coefficient estimates forYO, Yl and Y2 are
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Table 111°

ESTIMATES OF THE NONLINEAR (MT) EQUATION (5.10)
FOR THE DM/DOLLAR FORWARD RATE :
MARCH 1973-JUNE 1979 .
USING MCCALLUM'S CONSISTENT PROCEDURE

.Explanatory , “Corrected" “Corrected"”
Variables Coefficient Standard Error t-stat
constant - -.0121570 .13821789 -.0879553

Fy .9963831 .3010503 3.309689"
S¢ 1 -.023768027 .0571002 -.4162506
| Fo.1 .902132 .1168834 7.71822"

A'I'he software used to perform these calculations makes use of a
version of the Davidon Fletcher Powell minimization routine provided
by Kent Wall.

*
Indicates that the coefficient estimate is significant at the
.05 significance level.
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Table IV

ESTIMATES OF THE NONLINEAR (MT) EQUATION (S. 10)
FOR THE DM/DOLLAR FORWARD RATE
JULY 1973-JULY 1580
USING MCCALLUM'S CONSISTENT PROCEDURE

" Explanatory "Corrected" "Correscted"
Variables Coefficient Standard Error t-stat
constant ‘ .0464825 .692322 -.06714

Fy .636763 1.627486 .39126

s¢ .415037 1.78551 .23245
t+l )

F .55076 2.11135 .26085

t-1
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(.0465, .6368, .4150) in Table IV vs. (-.0169, .1289, .9095) for case

IV of Table II. Also the associated standard errors are (.0124, ,1277,
.10890) for Case IV of Table II vs. (.6923, 1.627, 1.785) in Table IV
when the correct standard errors are obtained. Thus, due to the large
rise in standard errors, all the estimated coefficients are statistically
insignificant in contrast to the results in Table II which suggested that
§2’was statistically significant.

In sum, when the consistent procedure of McCallum [1979B] is
applied, multicollinearity becomes a severe problem regardless of the
sample period. This result is not completely surprising in light of
recent criticisms of the modern theory of forward foreign exchange deve-
loped by McCallum [1979A] and Kohlhagen [1979]. Specifically, these
papers have suggested two different sets of conditions under which

: = sz+1, so that perfect collinearity among the explanatory variables
occurs in the equation being estimated. The first set of conditions
sufficient to obtain this result suggested by McCallum, are (a) covered
interes arbitrage, so that Ft = F: and (b) strong market efficiency
so that Ft = si+1. The second set of conditions, suggested by Kohlhagen,
are a) absolute purchasing power parity and b) equality’of real interest
rates across countries. Seperate tests of McCallum's conditions (a) and
(b) suggest that the former tends to hold, particularly for eurocurrencieséﬁ/
and that: the latter although a reasonable approximation in some contexts
does nof:, because of the possible existence of a small time varying risk
premium (see Hansen and Hodrick [1981]),. These results would tend to

suggest that the finding of high collinearity in the explanatory variables

of equat:ion (1) should not be too surprising.
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V. Conclusion

The findings of this study can be summarized very briefly. Use
of the statistically appropriate procedures outlined in section III
yielded significantly different results than those obtained using the
incorrect procedures of McCallum [1977] and Callier [1980, 1981] for the
Dollar/Mark rate. Specifically they yielded much higher asymptotic
standard errors particularly for the sample period from July 1973-July 1980.
In light of various criticisms of the modern theory of forward foreign
exchange developed by McCallum [1979A] and Kohlhagen [1979], the empirical
results presented in this study tend to supporf the view that the modern
theory of forward foreign exchange is not a robust theory of DM/Dollar
forward exchange rate determination. Finally, this study has also suggested
that the frequently adopted assumption that interest rates follow an ex-

ogenous process may not hold for the DM/Dollar case.



APPENDIX 1

It is important to realize that the estimator of Sz obtained by
Cumby et al. [1980] (e.g., &) is asymptotically equivalent to the S_
computed in the present paper. To see this, note that in Proposition

1 Cumby et al. shows that given

(Al.1) 5 = Q@ wovw "hw Torwoenwy ey
they have

2 d Q'W('W) TW'Q “Loqw W) W
(A1.2) T (8-8) ~ | T ] 3% T -

where W, Y, and Q are defined as in footnote 19, and Y = Q§ + w where w
is the structural disturbance and § is a vector of coefficients. As
Cumby et al. [1980] show in their Appendix, p. 30, Hansen's [1979] re-
sults suggest that the last term in (Al.2) converges in distribution to
. W'w d .1

(A.1.3) — <+ N(0, plim T-(W'ww'W)),

: YT T+
Since all the other terms in (Al.2) converge to some finite constant
due to the assumption of joint covariance stationarity and ergodicity

of the variables in Q and W (see Cumby et al. [1980]), we obtain the

asymptotic distribution of /T (§-8) as
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1

Cod R T Qi (W
(Al1.4) YT (§-6) + N(O, ple:: T T T

o we @uwormTlwe
T T T

W'ww'W

where Q = plim —=

T+

Now consider the estimator of the present paper

(AL.S) B = (@@ 7RQrty = § + (QUQ) QW

thus we have

* 1% -1 * 1
(A1.6) (3-8 = /T (@'Q9) terrw = Q gr) Q/T_w

Now

w1y d
(AL.7) 9}1 S N(O, plim 3 (Q*'w'Q"))

T+

by the theorems in Hansen [1982]. Also we have

* 1 O* -1 * 1% -1
(A1.8) /T (8- 6) ¢ (o, plim 9 $ ) Q(Qafru__)

T+

) : * gk O)*
where now = plim Q—J¥L£l-

T4+

But by construction of Q* the expre%sion obtained for the asymptotic
variance of the estimator (A1.8) is equivalent to (Al1.4), thus the two

- methods of computing § will be asymptotically equivalent. However, in
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obtaining Q when sample size is small, differences may arise under these

two alternative methods of computing Q.
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APPENDIX 2

This appendix presents the results of performing tests of the
exogeneity specification of the modern theory of forward foreign ex-
. change. This is done by testing whether F(t), the forward rate, and

1+i, "

S(t), the spot rate, granger cause R(t) = .___lﬁl_ . The techniques

1+1

()

used in this appendix are explained more fully in Glaessner [1982],
Geweke [1978] or in Dent and Geweke [1978]. When performing granger
causality tests the researcher must choose a parameterization that
offers a compromise between the criteria of unbiasedness which suggests
a generous parameterization vs. power which will diminish as ‘the param-
eter space expands. In performing these tests the equation estimated

appears as

M N
(A2.1)  R(t) = IR(t-3)e;(G) + IS(t-3i)oy())
j=1 j=1 .
N
+ I F(T-3)ug() + g ()
j=1 '

where we choose a generous parameterization for the lag length of the
hypothesized exogenous variable (M=8) to insure that el(t).is serially
uncorrelated. To preserve power, a choice of N=2 is made since if the

‘null hypothesis is false it seems reasonable that the first few lagged
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values of the spot rate and the forward rate are likely to have non-zero
coefficients. A constant term.and a linear trend were also included in
the regression equation (A2.1), but are not reported in Table A2 below.
-In addition, all variables are in levels and all data series havenotbeeﬁ
deseasonalized.** Table A2 below reports coefficient.estimates and F
statistics which are used to test the null hypothesis that F(t) and S(t)
do not granger cause R(t). Equation (A2.1) is estimated for two sample
. periods, 1973:3-1979:6 and 1973:7 - 1980:7. Over the shorter sample
period Forward and Spot rate data was obtained from the Infernational
Money Market and Treasury bill rates for the U.S. and Germany were used
in forming R(t). Over the longer sample period eurodollar and euromark
rates were used to form R(t) and the spot and forward exchange rate data
are interbank rates, not IMM quoted rates.

The F Statistics reported in Table A2 test the null hypothesis
that z11 past values of the forward exchange rate and true spot exchange
rate have zero coefficients in equation (AZ.l). Specifically, we fqrm

_ (RRSS - URSS) /T
F(r, n-X) = “grss7tm - ¥)

where RRSS is the restricted (or constrained) Tresidual sum of squares

obtained in estimation equation (A2.1) with the coefficient on lagged

* values of S(t) and F(t) constrained to be zero. URSS is the uncon-

strained residual sum of squares, T equals the number of restrictions,

n is the number of observations, and k is the number of regressors

»

% %
Allowing for a deterministic seasonal and deseasonalizing, the

series in question before conducting the exogeneity tests does not
alter the results reported here.
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Table A2

COEFFICIENT ESTIMATES FOR THE GRANGER TEST a/
THAT F(t) AND S(t) DO NOT GRANGER CAUSE R(t)~

R(t) ‘ S(t) . F(t)
Lags Coefficients Coefficients ) Coefficients

1973:3 - 1979:6

1 0.939 ( 7.8349) .3095 ( 1.205) .3343  (-1.311)
2 -0.164 (- .96814) -.3932 (-1.532) .4039 ( 1.586)
3 0.107 ( .6702) '

4 0.008 ( .0516)

5 -0.030 (- .1946)

6 -0.258 (-1.655) F(4,53) = 2,6492"

7 0.302 ( 1.903)

8 -0.0817 (- .7009)

1975:7 -1980:7

0.8750 ( 7.098) .1395 (1.0787)  -.3484 (-1.833)
-0.2989 (-1.894) -.0311 (-.2640) 0532 ( .3108)
0.1255 ( .7621)

.2477 (-1.560)

0.0677 ( .4302)

0.0641 (- .4139) F(4,65) = 3.2175"

0.1330 ( .8667)

-0.1825 (-1.506)

o N O N bW N+
1
o

E-/Statistic:s in parentheses are ratios of coefficient estimates to
their asymptotic standard errors. Also, the author would like to thank
C. Crosby for efficient research assistance in the creation of this
table.

*
Indicates significance at - the .05 level but not at the .01 level.

L4
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including the constant term. Since both F statistics are significantly
different from zero at the .05}significance level, we reject the null
hypqthesis that S(t) and F(t) do not Granger cause R(t). In sum, R(t)
does not meet the necessary conditions for stri;t econometric exogeneity

whether it is defined using treasury bill rates or eurocurrency rates.



FOOTNOTES

*/ Economist, Division of International Finance, Board of Governors of
‘the Federal Reserve System. The views expressed in this paper are solely
those of the author and should not be interpreted as those of the Board

or other members of its staff. The paper is from the author's doctoral
dissertation ("Theoretical and Empirical Essays on the Determination of
Spot and Forward Exchange Rates," University of Virginia - Charlottesville,
1982). The author is greatly indebted to both of his thesis advisors
Robert P. Flood and Richard Meese for their support and help in the
writing of this paper. The author would also like to thank Richard Cervin,
Robert Cumby, Marjorie Flavin, Richard Haas, Peter Hooper, Bennett McCallum,
Maurice Obstfeld, and Louis Scott for helpful comments on earlier drafts
of this paper.

1/ Not all of the work in this area has assumed that expectations are
formed rationally. See, for example, the work of Stoll [1968] and Kesselman
[1971] Tsaing [1959] and Sohmen ]1969]. 1In addition, Callier [1980] rot
only estimates the MT equation incorrectly, he also writes the forwarc

rate as a function of expected future forward rates. The forward rates

used as regressors are of different maturities than the left hand side
forward rate so that a certain form of heteroskedasticity would be intro-
duced in the error term of the equation estimated. This is a further
complication which Callier [1980] does not allow for in his work.

2/ McCallum has recognized some of these problems in a recent note to

the Review of Economics and Statistics (see McCallum [1979A] and also in
[1979B]. These problems have been discussed in some detail in Hansen (1979,
1980], Cumby et al [1982], Hayashi [1980], Flood and Garber [1979], and
Stockman [1978].

3/ The estimator developed in this paper is a member of a wider class of
general method of moments estimators described by Hansen [1980]. For more
elaborate applications of this estimator see Glaessner [1982] chapter 1IV.

4/ Readers of McCallum [1977], Kesselman [1971] and Stoll [1968] may
wonder why the modern floating period is used as the sample period rather
than the canadian floating period 1953-1960. The reason for this is the
nonavailability of one month forward contract data for this period. The
reasons why one month forward contracts are used are explored in Section
III.

5/ See McCallum [1977], Driskill and Mcafferty [1981], Callier [1980,
1981] and Kesselman [1977].

6/ Equations like (1) below are derived by making assumptions about the
interaction of a trichotomy of agentss speculators, traders and arbitraguers.
See Tsiang [1959], Grubel [1966], McCallum [1977] or Driskill and McCafferty
[1981] for a more detailed derivation of equation (1).
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1/ It should be observed at this point that the estimation procedures
attributable to Hansen [1979, 1980] which are applied below do not require
that R, be exogenous. However, this assumption would seem important to

the "modern theory" if we are to call this a theory of forward exchange
rate determination rather than the combination of several arbitrage con-
ditions. Granger causality tests (see Appendix 2) suggest that the
assumption of an exogenous R_ may be untenable for both treasury bill

rates and eurocurrency rates,

8/ Agents are assumed to have full current information It’ however, the
econometrician only usés a subset ?t of the information in It in forming
predictions of Si+1. This point is developed more fully in later anal-
ysis, when a distinction is made between the true forecast error n and

the forecast error due to using ¥, rather than I,. A problem in defining
the information set suggested by the modern theory arises, because the
modern theory does not really suggest a complete model of the simultaneous
determination of spot and forward exchange rates. Thus, which variables
agents urilize to form predictions of the future value of the spot exchange
rate are not model specific. However, this is a problem which this paper
does not address since we are only concerned with estimating equations like
(1) properly, given the specification of the model. In contrast the paper
by Haas and Alexander [1979] does present an explicit model of spot exchange

rate determination.

9/ To see why the composite disturbance is serially correlated, note that

Nesl is t:he forecast error between period t and t+1 and u, is a structural
+

white noise disturbance, as of time t. Now we can form E[vtvt_ll so

Elvivey) = El(u, - YoNes1) (Mg =¥ )] = Eluu, ]

2
" YRElune] - vaEIngqup )+ v, Eln 170

t+1Mt
. Note thai: although E[nt+lut-l) = 0 and E[utut-lJ = E[nt+1?tl = 0 by
assumption, the terulE[utnt] # 0. Also E[vtvt+1] # 0for similar reasons.
This point has been made by Hayashi [1980] and Cumby et al. [1980]. Also
E[vtz] # 0 and E[vtvt j] =0 for j> 1lor j <-1 so that A follows a first

L4

order moving average process (MA(1l)).
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10/ To see this note that

E[{v v = -
[VeVe s E(ey +pvyn, YoMeapd (ep g * PYpNe 1 = Y2Me)

Elepep )+ pvpE(eeny 1) - v,E(e n)) + o7 E(n e, 1)
2 2 2 2
*+ ey, E(ntnt-l) - P, E(nt ) - YZE(“t+1Et-1)
2 + v 2 ) # 0
* Py Blng e ) * Y By

“because E(e_n_) # 0 and E(ntz) = 6%.

Moreover, E{v _v_,.] # O for similar
reasons, © © teHl

11/ This distinction was first introduced by Hansen and Sargent [1980,
1981] and is adopted here both as an expositional device and to explain
the presence of an error term in the equation.

12/ This is true by virtue of the fact that V¥ is a subset of It’ I

t-1 t-1?

and Wt. See Glaessner [1982] for a further explanation.

13/ This péint is made in more detail by Hamsen [1979, 1980] and Hansen and
Sargent [1981], Cumby et al [1982], McCallum [1979B], and Scott [19&0].

14/ This point is discussed in Hansen [1982], Obstfeld [1982], and Cumby
and Obstfeld [1983].

15/ Cumby and Obstfeld [1983] develop a test for conditional heteroskedas+:
ticity which is applied to f£orward rate forecast errors for many bilateral
currencies, They find that in most cases the forward rate forecast error
is conditionally heteroskedastic.

16/ The procedure developed by Hansen is designed to yield consistent but
not necessarily asymptctically efficient estimates of coefficients when the
error term follows a general moving average process. See, for example,
Hansen and Hodrick [1980] or Meese and Singleton [1980] where three month
forward contract data is used, given a much smaller sampling interval.

17/ The class of gneralized method of moments (GMM) estimators developad

by Hansen [1979, 1982] and Hansen and Sargent [1980, 1981] explicitly

utilize the orthogonality conditions implicit in various theoretical models

to form estimates of a particular parameter vector. The types of nonlinear
instrumental variables procedures pursued in the present paper make use of

the orthogonaslity conditions between the instruments and the residuals to
form consistent estimates.of the parameters in the model. Indentification

of particular parameters can be cast in terms of the number of orthogonality
conditions present in particular case at.,hand vis a vis the number of para-
meters the investigator wishes to estimate. It turns out that the number of
orthogonality conditions depends upon (1) the number of instruments, and (2)
upon the lag lengths chosen for each instrument. All of these considerations
are important in the procedures described below. For a much more explicit
ttreatment of these issues, and for a derivation of optimal GMM estimators, see
Hansen [1980] or Hansen and Sargent [1981]. For an example of the application
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of GMM procedures and for a more explicit derivation of criterion functions
for obtaining parameter estimates given a set of population orthogonality
conditions implied by economic theory, see Glaessner [1982] or Hansen and
Singleton [1981].

18/ See Hansen [1982] or Cumby and Obstfeld [1983] who point out that the
estimation procedures pursued below does not require the investigator to
even specify an explicit form for the conditional heteroskedasticity.

19/ The criterion function for the nonlinear instrumental variables
estimators used by Cumby et al, [1980] can be written as

(1) $*(y) = (Y - QE(Y))' WOW'W) TIWY (Y - QE(Y))
- Txl TxN Nx1 TxK .

where Y is a (Tx1l) vector of endogenous variables, Q is a TxN matrix of
regressors (not to be confused with § in the text (the fitted value
matrix) which is defined as

(2) q = woww)lwg
TxN TxK KxT TxK

-Finally, W is a (TxK) matrix of instruments and Y is a (Nx1) vector of
coefficieni:s to be estimated. The first order conditions for the crite-
rion function in (1) can be written as

3¢(y) 3 (y)"
A
Y Y

af(z)'l

Q'W(W'W)-IW'Y

Y

+ 2

L QR TIWIQER) = 0
Y Y
or after some manipulation

20t(y)  9E(Y)
() . e
Y Y

-~ ~

~

QWR'W) IR [Y - QF(§))

1<

Using equat:ion (2) in conjunction with (3) results in

ae*(y)  3f(y)

3 3
Y Y

QY- M)

Y

which is equivalent to equation (12) in the text.

20/ The Davidon Fletcher Powell (1963) algorithm was used in order to
minimize the various criterion functions.developed in the text.
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21/ Hansen's theorem 3 is relevant in the present context for two reasons.
First, linear least squares predictors have been assumed to be equivalent
to conditional expectations., Second, the nonlinearities in the present
problem are only in the parameters or in terms of Hansen's [1979] general
notation f(y, 5;) = @t'ftz) where at' is the first row of the Q matrix

and f(z) is a vector capturing the nonlinear restrictions in the parameters.
22/ Several points need to made here. First, to see why this claim is

correct write the autocovariance generating function of the z's as
-]

22(5) = _2 SJRz(j). Now evaluating the autocovariance generating function

:

: . . . iw . .
on the unit circle (s=e” ) where w now signifies frequencies results in

«© . .
i iw .
gz(elw) = I e JRZ(J) which is the definition of the spectral density
j=-eo
matrix of the z vector. Now note that evaluating the spectral density
[ ]
matrix at the zero frequency (w=0) results in Sz = I Rz(j).
jEe=

Second, the reader may be wondering why the Sz is not estimated

using time domain procedures, as

1 -~ -~
§,= 1 le(T) = R (-1) + R (0) + R (1),
T=-

since the error term d_ follows an MA(l) process. Using a time_domain
procedure has the disa&vantage that there is no assurance that S_ will be
positive definite when it is computed from a finite number of au%ocovariances.
See (Hansen [1979] p. 12-14), or Hansen and Singleton [1981] who point this
out, In contrast using the frequency domain procedures in order to consis=
tently estimate Sz results in an estimate of S_ which will be positive
definite by constFfuction. Frequency domain procedures do have the disadvan-
tage-that they do not exploit a finite number of autocovariances in forming
consistent estimates of the weighting matrix §_. In fact, Hansen and
Singleton [1981] have pointed out that when the number of observations is
small and the number of orthogonality conditions is large use of frecuency
domain procedures, which involve a greater loss of degrees of freedom relative
to time domain procedures, may result in a deterioration in the precision.of
estimates of S,.

Third, it is important to realize that the estimator of S, obtained
by Cumby et al, and suggested by Hansen and Sargent [1981] in a different
context (e.g., {) is asymptotically equivalent to the §, matrix computed
in this paper. See Appendix 1 for a prdof of this proposition in the case
of the linear model. The results generalize for the nonlinear case.
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23/ Three points deserve to be made about the expression for the variance
derived here: First, equation (15) is the correct expression for the
variance of Yy when the equaz:ion being estimated is nonlinear in the para-
meters. This is in contras: to equation (16) p. 68 in McCallum [1979B]
which expra2sses the relevant variance covariance matrix the investigator
would want to compute if the ecuation being estimated was linear in the
parameters, which it is not (see eq. (15) in McCallum [1979B]). Second,

it can be shown (with the use of equation (2) in footnote 19 that equation
(22) in the text is equivalent to the expression for the Var(y) obtained

by Cumby et al. [1980] in their proposition I. Third, it should be observed

| 3 (Y)
that because the partial derivative matrix —;E—— A is nonstochastic, an
6x4 1Y
alternative and computationally less burdensome expression’ for the variance
of ; is
) 1..-1 af(y)!' . f(y) -1
(15) Var(y) = 5—{2 ——| SI I
m 2 - 3 -
Y |y 6x6 "y |Y
_ 4x6
where T is now a 6x6 spectral density matrix of Et = étgt instead of
Bf(!) N 6x1
the 4x4 matrix obtained when we use z, =€ I, q, as defined in
Y Y
axe X!

the text. In the present study computational ease suggested the com-
putation of (15)'. However, which method is used should not make a

. 3f(y)
difference due to the nomnstochastic nature of e

-~

Y

Y

24/ For example, a monthly forward-contract written in February will
be for 28 days while a contract written in September will be for 31
days. I would like to thank Ralph Smith for pointing this out to me.

25/ When Tuesday-Thursday pairings were not available due to holidays,
Wednesday-Friday or Monday-Wednesday pairs were used. See Stockman [1979]
or Meese and Singleton [1980] for a more detailed treatment of these issues.

26/ The fact that heteroskedasticity can occur when contract maturities
change at different points in time has been shown in work on T-Bill futures
markets (see Parkinson [1981}]).

27/ The reader of Meese and Singleton [1980] and Haza and Fuller [{1979]
will notice that the test for unit roots in applicable to series where a
time trend has already been removed, so that the procedure followed here
would seem incorrect. However, because transforming the model would
fundamentally change the equation estimated, other transformations to
stationanize the series were not undertaken. Also the choice of the DM/
Dollar rate was made exactly because the hypothesis of a unit root for the
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log or level of the spot exchange rate was rejected. Thus the procedure
followed seems satisfactory.

28/ 1Interbank Forward and Spot exchange rate data was obtained from the
Federal Reserve Board data base. These exchange rate series were bid
quotes at noon of the given day. As John Wilson and Ralph Smith have
pointed out, these interbank rates are not subject to the sort of "limits"
imposed on the movement of forward and spot rates in the IMM market:.

29 The Eurocurrency rates were obtained from DRI and are London Interbank
offered rates (LIBOR) for Eurodollars and Euromarks.

30/ The fact thatY1+ Yy = lwhereas Yy is close to zero is described by
McCallum {1977] as the Stoll Kesselman Haas (s-k-HO condition. These are
restrictions on the coefficients suggested by the MT of forward foreigﬁ
Exchange. The term Y represents the behavior of hedgers,'Yl the behavior
of arbitraguers and Yo the extent of the effect of speculation on the

determination of the forward exchange rate.

31/ The procedures adopted to estimate the forward exchange rate equation

(10) would be more efficient if the weighting matrix (reflecting the MA(1l)
structure of the error term) was used in a second stage criterion function
which can be minimized to obtain parameter estimates and standard errors. These
procedures have been outlined in Glaessner [1982], Cumby et al., [1981] and

in Hansen [1979, 1980]. Use of these somewhat more efficient procedures

did not tend to change the results reported below.

32/ This subroutine was obtained from Kent Wall at the University of
Virginia. The author would especially like to thank Richard Meese for help
in developing the software to do many of the calculations performed here.

33/ A window of 7 ordinates was used for the small sample case of 1973-1979
whereas a window of 9 ordinates was used for the sample period 1973-1980.

34/ See Herring and Marston [1976] who have argued that covered interest
arbitrage holds for eurocurrency deposits issued by a given bank.
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