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ABSTRACT

This paper evaluates the distributional properties of forecasts from six
econometric models of the U.S. trade account. Using stochastic (Monte Carlo)
simulation, we derive confidence intervals and forecast-based test statistics which
account for uncertainty from future disturbances and from coefficient estimation.
Empirically, the confidence intervals of the trade-account forecasts are very wide,
and are generally (but not necessarily) increasing with the forecast horizon. Even
with such a large degree of uncertainty, some models exhibit "predictive failure"”
when tested. To evaluate forecasts across models, we generalize Chong and
Hendry's (1986) forecast-encompassing test statistic to allow for model
nonlinearity and to account for uncertainty arising from estimation. All models are
rejected by this test, i.e., the data are highly informative. Although both the
calculated forecast uncertainty and the test failures temper the role of these models
in formulating policy, the failures imply the potential for improved model

specification with narrower confidence bands.



Evaluating the Predictive Performance of Trade-account Models

Jaime Marquez and Neil R. Ericsson'

1. Introduction

Accepting these [forecast] errors and suitable frequencies, it would be healthier if
economic forecasts were provided in probabilistic intervals. On several occasions,
relevant errors have been estimated and tabulated, but prevailing practice is to
provide only point estimates, with a number of decimal places. That exceeds the
limits of our precision.

Lawrence Klein (1981, p. 56)

A statistical prediction means simply a (probability) statement about the location of
a sample point not yet observed. |Parentheses in original.]
Trygve Haavelmo (1944, p. 105)

Model-based forecasts of the U.S. trade account are commonplace. Yet, in spite of the rocky
track-record of forecasts from econometric models, most existing analyses treat predictions from
stochastic trade models as though they were outcomes of deterministic processes, taking their
statistical accuracy for gramed.2 The statistical accuracy of forecasts can be measured easily,
and its calculation has numerous uses. For example, statistical accuracy (or the lack thereof) is
central to evaluating the likely consequences of policy actions. Depending upon the actual
uncertainty, (e.g.) fine tuning may be straightforward or completely unrealistic. A measure of
statistical accuracy is also helpful when using forecasts to evaluate competing models. Statistical
assessments of forecasts include the standard errors and confidence intervals of the forecasts, the
means (and so the biases) of the forecasts, and ex post performance relative to forecast

uncertainty. This paper provides such measures for four structural econometric models of the

U.S. trade account, each differing in size, dynamic specification, estimation method, and level of

! The authors arc staff economists in the Division of International Finance. The views expressed in this paper
are solely the responsibility of the authors and should not be intcrpreted as reflecting those ol the Board of
Governors of the Federal Reserve System or other members of its staff. This paper was presented at the Brookings
conference "Empirical Evaluation of Alternative Policy Regimes”, March 8-9, 1990. We are grateful to William
Helkie for encouraging this project and providing the data for the Helkie-Hooper model, to Ralph Tryon for the use
of his program DOCMOD which prepared the model documentation in Appendix E, and toNed Prescott and Lucia Foster
for excellent research assistance. We also wish to thank Julia Campos, Hali Edison, Ray Fair, William Helkic,
Peter Hooper, Fred Joutz, Andy Rose, Charlie Thomas, and Ralph Tryon for valuable comments and suggestions. All
numerical results in this paper were obtaincd using TROLL Version 13; cf. Intex Solutions (1989).

2 See, for example, Feldstein (1986), Eichengreen (1989), Krugman and Baldwin (1987), Marris (1987), Bryant and
Holtham (1988), Krugman (1988), Cline (1989a, 1989b), Hooper (1988, 1989), Helliwell (1989), Howard (198%a,
1989b), Meade (1988), United States Library of Congress (1988), and United States Congressional Budget Office
(1989).
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country and commodity disaggregation. For comparison, we include two time-series models of
the trade account.

The analysis begins in Section 2 by describing these trade models and estimating their
parameters. Estimated income elasticities for the structural models are positive and statistically
significant, and, for some models, are in line with the asymmetries in income elasticities noted by
Houthakker and Magee (1969). The estimated price elasticities are negative and significant, and
satisfy the Marshall-Lerner (stability) condition; and the pass-through of exchange rates to
import prices is positive and significant. As a benchmark for later results, Section 2 generates
deterministic forecasts of the trade account from each model. Although widely used,
deterministic forecasts may be biased by model nonlinearities such as those common to these
trade models, even if the coefficient estimates are unbiased. Also, deterministic forecasts often
are presented without any measure of forecast uncertainty, thereby undermining their usefulness
when studying the determinants of international trade, predicting the likely response of
international trade to economic policies, and addressing other practical questions in which
uncertainty plays a role.

To address these limitations, Section 3 calculates the distribution of trade account forecasts
for these models. Two complications arise in doing so: multiple sources of uncertainty, and the
lack of an analytical solution.

Forecast uncertainty arises from many sources, including the inherently stochastic nature of
the process generating the data (i.e., from as yet unknown future shocks) and the imprecision of
coefficient estimates in the model producing the forecasts. As an example of the latter, the trade
elasticities estimated in Section 2 create a source of uncertainty in the forecasts of the trade
account because the elasticities are estimated rather than known. Although exact formulae for
forecast distributions accounting for these two sources of uncertainty exist only for static models
and the simplest of dynamic models, reasonable analytical approximations are available for

general linear dynamic models.
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Unfortunately, the nonlinearities typical to empirical trade and price equations preclude
applying these analytical formulae, so we rely upon stochastic simulation. Simulation begins
with random draws of both model coefficients and disturbances from specified distributions to
produce a simulated forecast. Many such forecasts are generated, and, from the resulting
"sample” of forecasts, we obtain estimates of the mean forecast, the mean forecast error, the
standard deviation of the sample of forecasts (which is the estimated forecast standard error), and
the 95% confidence interval. In effect, taking functions of these Monte Carlo replications (such
as averaging) mirrors evaluating the integrals which would be required for an analytical solution.

Empirically, the associated forecast errors are large relative to the magnitude of the trade-
account forecasts and relative to the deviations between forecasts from the different models.
Often, the errors are systematic and increase in magnitude as the forecast horizon lengthens. The
forecast standard errors tend to be large as well, ranging from approximately $13 to $30 billion
for one-step ahead forecasts from the structural models, and up to $36 billion for comparable
s-step ahead forecasts. This evidence leads naturally to an appraisal of ex post forecast
performance, in which the realized outcomes of the trade account are compared with the
confidence regions around the forecasts to see whether or not the forecasts deviate (statistically)
significantly from the outcomes. On the whole, confidence bands are so large that they embrace
the path of actual realizations. This result, however, stems from the sizeable uncertainty of the
forecast and is not necessarily indicative of predictive accuracy or of model reliability.

Forecasts and outcomes can help evaluate trade models in another fashion. Different
models may capture different aspects of the trade balance's behavior, in which case forecasts
from one model are informative in explaining the forecast errors from another. Conversely,
forecast encompassing, or the lack of additional information in another model's forecasts, is
evidence in favor of one's own model. Chong and Hendry (1986) propose this concept, and
Section 4 generalizes it for multi-step forecasts from nonlinear models and calculates the
corresponding test statistics. They reveal mis-specification in all models. Alternatively viewed,

the forecast performance of each model indicates room for improved model specification, and the
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statistics may suggest ways in which that re-specification could occur. For instance, the
structural models fail against the time-series models, suggestive of dynamic misspecification in
the former. Failure of the time-series models against the structural models points to behavioral
misspecification of the time-series models.

Section 5 evaluates the contribution of model nonlinearities to forecast biases, using the
Monte Carlo technique of "antithetic variates" in order to increase the numerical precision of the
estimates of bias. Our analysis relaxes an assumption maintained in previous applications of
antithetic variates to forecasts from econometric models, namely, that the coefficient estimates
are known with certainty. The results indicate that biases from model nonlinearity are
statistically significant for all the structural trade models, but economically significant only for
the model explaining trade on a bilateral basis. From the evidence in earlier sections, Section 6

draws implications for econometric practice, trade modeling, and policy analysis.

2.  Econometric Models of the U.S. Trade Account

This section summarizes thé form of the four structural and two time-series models
(Section 2.1), reports estimates of certain elasticities from the structural models (Section 2.2),
describes the forecasting process (Section 2.3), and calculates deterministic forecasts for all
models (Section 2.4). The first structural model is that developed in Helkie and Hooper (1988);
the remaining three structural models are treated as variations on it.> The two time-series
models are a univariate autoregression of the trade account and a four-equation VAR. Although
the choice of models is not exhaustive, the Helkie-Hooper model is widely used in the literature,
and VARs and univariate time-series models are often taken as "non-structural” alternatives.*

Detailed descriptions of the models appear in Appendix E.

> In fact, the first model deviates from that in Helkic and Hooper (1988). Following advice from William Helkie,
we re-estimated the Helkie-Hooper model with a slightly different specification and dataset.  Even so, the
coefficient estimates and other model properties remained virtually unchanged from the original model.

See Helkie and Hooper (1987) for additional details on the Helkie-Hooper model.

4 For example, Krugman and Baldwin (1987), Bryant and Holtham (1988), Cline (19894, 1989b), Helliwell (1989), and
Howard (1989b) use forecasts from the "Helkie-Hooper” model and variants thercon to evaluate the policy
implications of the U.S. external deficit.



2.1 Model Structure

The form of the four structural models is summarized in (1)-(5) below.
sk
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The variables Pm, Px’ and P are the prices of imports and exports and the general price level; E is
the nominal exchange rate (domestic/foreign); M, X, NX, and Y are the volume of mmports, the
volume of exports, the (nominal) trade account, and real income, respectively: and the absence or
presence of an asterisk * denotes a variable measured for the domestic (i.e., U.S.) or foreign
country. Each model assumes that the errors (upxt, ux, upm, umt)’, denoted u,. are normally

and independently distributed:

6) u ~ NIO,9Q).

conditional upon a given dynamic structure for (1)<(4). To distinguish the econometric models
based upon (1)-(5) from the two time-series models, we will refer to the former as "structural:
(1)<(5) rely upon an underlying economic theory to explain both trade flows and prices whereas
the time-series models do not.

Empirical implementation of (1)-(5) requires specification of exogeneity, dynamics,
estimation technique, and level of trade disaggregation. The econometric model of U.S. trade in
Helkie and Hooper (1988) makes the following assumptions.

Al--Real incomes, the general domestic and foreign price levels, and the nominal
exchange rates are super exogenous with respect to trade elasticities.

A2-- International markets operate recursively: prices affect trade, but trade does not affect
prices (neither contemporaneously nor at a lag).

A3-- Trade prices follow the markup-pricing model; ¢f. Hooper and Mann (1989).
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A4-- Internationally traded goods are imperfect substitutes for domestic products; cf.
Goldstein and Khan (1985).

AS5-- Trade elasticities are sensitive to the commodity composition of trade. Thus, exports
are disaggregated into agricultural and non-agricultural exports, and imports are
disaggregated into oil and non-oil imports.

A6-- Trade elasticities are equal across tradin g partners and cross-price elasticities are zero.

A7-- Trade flows are subject to non-price rationing.

A8--In a given equation, dynamic responses obey Almon polynomials for non-normalized
(RHS) variables and exclude lags on the normalized ("own" dependent) variable.
However, several equations are estimated with autoregressive disturbances, and so
implicitly include the lagged dependent variable, albeit with the common factor
restriction imposed.

A9-- The covariance matrix of contemporaneous structural disturbances, €, is diagonal.
Assumptions A1-A4 are standard in existing trade models and, to keep the analysis manageable,
the practical implications of modifying them will not be addressed in this paper.’ The specific
issues of concern to Helkie and Hooper (1988) bore directly on the choice of the level of
commodity disaggregation (Assuﬁlption A5)%  The equality of parameters across trading
partners (Assumption A6) permits modeling trade on a multilateral basis. The use of a non-price
rationing variable (Assumption A7) seeks to avoid inadequacies in the construction of price
indexes for international trade. Helkie and Hooper (1988) measure the rationing variable as the
ratio of U.S. to foreign capital stocks, an ad hoc procedure, and one that they recognize as such.
By excluding lags on the normalized endogenous variable from each equation's specification

(Assumption A8), this model rules out certain forms of persistence.  Finally, recursive

* On Assumption A1, see Engle, Hendry, and Richard (1983) on four distinct concepts of exogencity, some of which
arc used in this paper. Briefly, weak, strong, super, and strict exogeneity correspond to different notions of
being "determined outside the ‘model under consideration” according to the purposes of the inferences being
conducted, i.e., conditional infcrence (estimation and hypothesis testing), prediction, policy analysis, and
forecasting, respectively. It is not valid to make variables exogenous simply by not modeling them, but lesting
for the validity of the various exogeneily assumptions in the models examined is beyond the scopce of this paper.

Although estimation of Helkie and Hooper's model requires only weak exogeneity, Al states super exogencity
because of the model's design for and use in policy analysis. The analysis of s-step ahcad forccasts assumos
strong exogeneity.

Baldwin (1988) and Krugman (1989) scrutinize Assumption A3.

¢ Oil trade relies on the perfcet substitute model (cf. Goldstein and Khan, 1985), with domestic oil production
taken as strongly cxogenous and oil consumption modcled as a function of real income and relative prices. Note
that the perfect substitute model still implies that oil imports are a function of rcal income and prices, as in
4).
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international markets and diagonal Q (Assumptions A4 and A9) may simplify parameter
estimation.

This paper examines the sensitivity of results from the Helkie-Hooper model to certain
changes in Assumptions A5-A9 via three additional structural models. Table 1 shows the form
of these models, and Table 2 contains the associated parametric restrictions. Labeling the Helkie-
Hooper model as M1, model M2 relaxes Assumption A9 to allow for a (possibly) non-diagonal
covariance matrix , and so uses Full Information Maximum Likelihood (FIML) to estimate the
coefficients.” Model M3 modifies Assumptions A7, A8, and A9, as follows.

A7'-- Non-price rationing variables are not included.

A8'-- Dynamic adjustment is modeled as partial adjustment, generalized to include some
lagged non-normalized endogenous variables.

A9'-- The covariance matrix Q may be non-diagonal, so the coefficients are estimated by
FIML.

Model M4 is from Marquez (1989) and alters Assumptions A5-A9.

AS5"-- Trade elasticities across commodities are equal. Thus, trade flows are aggregated
across commodities.

A6"-- Trade elasticities are not assumed equal across countries and cross-price elasticities
are not imposed to be zero. Thus, the model explains U.S. exports and imports on a
bilateral basis with respect to Canada, Germany, Japan, the United Kingdom, the rest
of the OECD countries (ROECD), non-OPEC developing countries (LDCs), and
OPEC. Trade with centrally planned economies is assumed known.

A7"-- Non-price rationing variables are not included.

A8'"-- Dynamics appear via lagged endogenous variables and Almon polynomials on
(some) other variables.

A9"-- The covariance matrix Q may be non-diagonal, so the coefficients are estimated by
FIML.

Note that the behavioral equations in all of the structural models are logarithmic in form,

implying that trade volumes and prices are nonlinear functions of the coefficient estimates and

7 The FIML procedure in TROLL does not handle autorcgressive disturbances per se but docs accept nonlinear
equation specifications. Thus, those equations in M1 which have autoregressive errors were coded as nonlincar
equations with white-noisc crrors. Then all the equations in M1 werc cstimated by nonlincar FIML. We also
estimated each nonlinear equation by TROLL's Nonlinear Least Squares (NLS) routine and obtained virtually
identical parameter estimates to those obtained by Helkic and Hooper (1988) using the Cochrane-Orcutt procedure.
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Table 1

Alternative Econometric Models of the U.S. Trade Account
Schematic Specifications

Commodity-disaggregated Systems (M1, M2, M3)
k
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Time-series Equation (M6)

NX, = ko + MNX ;v
Endogenous Variables Disturbances Indexes and Definitions
M Real U.S. imports um  Import disturbance Subscript i denotes the ith commodity.
NX  Nominal trade account ux Export disturbance Subscript j denotes the jth foreign country.
Pm Import price index upm Import price disturbance Subscript t denotes time.
Px Export price index upx  Export price disturbance An * denotes foreign countries (aggregated).
Real U.S. exports v Trade account disturbance A prime “ denotes a parameter from model M4,

Exogenous Variables

C Production costs TX
E Nominal exchange rate (US/foreign) p
NPm Non-price rationing of imports Y
NP_  Non-price rationing of exports YP
T Trend factors affecting imports YT

3

The natural logarithm is denoted In.
The lag operator is denoted L.

Trend factors affecting cxports
GDP deflator

Real GDP

Estimated permanent income
Estimated transitory income
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Table 2
Alternative Econometric Models of the U.S. Trade Account
Parametric Configurations

Structural Models Time Series Models
Attributes
M1 M2 M3 M4 M5 M6
Number of Coefficients® 51 51 45 127 68 2
Number of Disturbances 8 8 8 21 4 1
Number of Autoregressive 7 7 0 0 0 0
Disturbances
Parameter Restrictions O = O = 0g i(L) =03,
Poi=0  Bpi=0 B3 =By
;=0 7i=0  0y=0
80; = 3p;=0  a5=0
Bgi=
Q diagonal BSi =
Notes: Model M1: Helkie and Hooper (1988).

Model M2: Model M1 by FIML.

Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.

Model M5: VAR(4) of import and export volumes and price indices.

Model M6: AR(1) of the nominal trade account.

a. The number of coefficients excludes the number of variances and covariances for the model's vector of
disturbances.
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disturbances. These nonlinearities have important practical implications for the distribution of
the forecasts from the trade account, as Sections 3-5 below show.

The time-series models M5 and M6 are included in our analysis as benchmarks for the
dynamic specification and forecasting performance of models M1-M4. Model M3 is a fourth-
order, four-variable vector autoregressive representation (VAR) for the logarithms of export and
import volumes and price indices. From the logarithms, the trade account is constructed via the
identity (5). Thus, the VAR will have qualitatively similar nonlinearities to the structural
models.

Model M6 is one of the simplest possible time-series specifications, a first-order univariate

autoregressive process (AR) of the level of the trade account:

@) NXt = An + A NXt_1 + V.

0 1
By construction, model M6 uses only past information on the trade account in forecasting the
trade account. Similarly, model M35 uses only past information on export and import volumes
and price indices.

In addition to differences in behavioral specification (or the lack thereof), these six models
differ in size, whether measured by the number of equations or the number of parameters. For
example, model M6 has one stochastic equation with two coefficients whereas model M4 has 21
stochastic equations with 127 coefficients (cf. Table 2). Taken as whole, the diversity in model

specification offers an opportunity to evaluate the consequences of both model structure and

estimation technique on forecast performance.

2.2 Model Estimation

This sub-section reports estimates of parameters associated with models M1-M6, using
quarterly data ending in 1984Q4 (to match Helkie and Hooper (1988)). We focus on derived
income, price, and pass-through elasticities. The data are described in Appendix A.

Table 3 reports the estimated elasticities for models M1-M4. Several features are of
particular interest, including their economic and statistical properties, and their sensitivity to

estimation method, model specification, and degree of disaggregation.
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Table 3
Alternative Structural Models of the U.S. Trade Account®
Long-run Elasticity Estimates
(standard errors in parentheses)

Structural Models

Attributes
M1 M2 M3 M4
Estimation
Sample 1969Q3-1984Q4 1969Q3-1984Q4 1969Q3-1984Q4 1973Q1-1984Q4
Method NLS, OLS FIML FIML FIML
Import Volume
Income
Non-oil 2.08 (0.11) 2.36 (0.68) 2.75 (0.08) d
Oil 3.62 (0.03) 3.55 (0.55) 1.36 (1.10)
Canada 1.64 (0.17)
Germany 2.92 (0.31)
Japan 3.70  (0.30)
United Kingdom 243 (0.52)
ROECD 2.32 (0.31)
LDCs 312 (021
OPEC 5.19 (0.85)
AggregaleC 2.34 (0.18) 270 (0.49) 2.29 (0.33) 3.01 (0.16)
Price ‘
Non-oil -1.12 (0.11) -1.07 (0.08) -0.97 (0.09) d
Oil -2.58 (0.91) -0.83 (0.36) -0.61 (0.42)
Canada -0.63 (0.17)
Germany -1.41 (0.33)
Japan -0.58 (0.23)
United Kingdom -0.44 (0.39)
ROECD -0.68 (0.14)
LDCs -1.44 (0.43)
OPEC -3.97 (1.95)
Aggregate -1.56 (0.29) -0.99 (0.36) -0.85 (0.14) -1.36 (0.31)
Export Volume
Income
Agricultural 1.12 (0.34) 1.11 (0.08) 1.33 (0.10)
Non-agriculiural 2.24 (0.10) 2.15 (0.31) 1.27 (0.11)
Canada 1.70 (0.21)
Germany 1.52 (0.17)
Japan 0.75 (0.17)
United Kingdom 341 (0.70)
ROECD 1.79 (0.29)
LDCs 040 (0.16)
OPEC 1.29 (047)

Aggregate 2.06 (0.29) 1.98 (0.26) 1.28 (0.09) 1.27 (0.01)
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Table 3 (con't)

Structural Modcls

Attributes
M1 M2 M3 M4
Export Volume
Price
Agricultural -0.84 (0.14) -0.88 (0.11) -0.66 (0.17)
Non-agricultural -0.98 (0.11) -0.92 (0.12) -1.04 (0.26)
Canada -0.44 (0.34)
Gcermany -0.99 (0.17)
Japan -0.41 (0.28)
United Kingdom -0.87 (0.36)
ROECD -0.83 (0.22)
LDCs -1.62 (0.62)
OPEC -0.86 (0.17)
Aggregale -0.96 (0.09) -0.91 (0.10) -0.98 (0.22) -0.96 (0.21)
Pass-through Coefficients
Non-oil 0.82 (0.09) 0.83 (0.10) 0.94 (0.09)
Canada 0.71 (0.17)
Germany 0.83 {0.03)
Japan 0.48 (0.08)d
United Kingdom 0.41 (0.55)
ROECD 1.10° (0.06)
LDCs 0.34 (0.16)
Marshall-Lerner Condition -2.52  (0.30) -1.91 (0.37) -1.83 (0.26) 232 (0.33)
Houthakker-Magee Asymmetry
Canada 0.06 (0.27)
Germany -1.40 (0.35)
Japan -2.95 (0.34)
United Kingdom 098 (0.77)
ROECD -0.53 (0.42)
LDCs 272 (0.26)
OPEC -3.00 (0.48)
Aggregale -0.28 (0.34) -0.72 (0.55) -1.01 (0.34) -1.74  (0.19)

Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.

Notes:

a.  Model M1: Helkie and Hooper (1958).
Model M2: Model M1 by FIML.
Model M4: Bilateral trade model by FIML.

b.

c.
elasticities.

d.

The clasticity estimales for aggregate trade are obtained as a weighted average of the disagy

>

Tables B.1 and B.2 for the estimated standard crror and for the 95% conlidence interval.

The starting obscrvation lor estimation varics across cquations in model M1 sec Appendix E.

rcgated trade

For these two clasticities, the measure of dispersion is the scaled median absolute deviation. See
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The estimated trade elasticities are consistent with standard theory. The income elasticities
are positive, the price elasticities are negative, and the pass-through effect of exchange rates to
import prices is positive. Also, the sum of the estimated price elasticities is more negative than
minus unity, suggesting that these models satisfy the Marshall-Lerner condition.®  Most
estimated elasticities are economically and statistically significant and have small standard errors.
One notable exception is the elasticity of oil imports in model M3 which, in addition to being
small (-0.61), is not statistically significant.’

Several examples illustrate the sensitivity of the estimated elasticities to the choice of
estimation method, the dynamic specification of the behavioral relations, and their level of
disaggregation by country and commodity. First, estimation of the Helkie-Hooper model by
FIML (M2) rather than NLS/OLS (M1) changes the corresponding price elasticity for oil imports
from -2.58 to -0.83. Second, income elasticities for aggregate exports and imports are not equal
in models M3 and M4, but are in models M1 and M2.!' ® Thus, models M3 and M4 imply a
deterioration of the U.S. trade account from equal increases in income throughout the world,
ceteris paribus, whereas models M1 and M2 do not. Third, the price elasticity of imports for
model M4 varies from -0.44 for the United Kingdom to -3.97 for OPEC, bringing into question
the validity of Assumption A6 in models M1-M3. Similarly, the pass-through coefficients in M4
vary from 0.41 for U.S. imports from the United Kingdom to 1.10 for U.S. imports from the bloc
of other OECD countries. Finally, aggregating the data reduces the range of elasticity estimates.
For example, the income elasticity for aggregate imports varies from 2.3 for M3 to 3.0 for M4
whereas elasticities for the components of these aggregates are more disperse.

Before turning to the models' forecasts themselves, we note some basic time-series

properties of the trade-account data. The first column of numbers in Table 4 lists characteristics

® The Marshall-Lerner condition states that the sum of the price clasticitics for cxports and imports should be
less than minus one in order to avoid instability in market adjustments Lo changes in rclative prices.

® Because the elasticities of models M3 and M4 arc nonlincar functions of the cstimated cocfficients, both those
elasticities and their standard errors must be derived. We do so by Monte Carlo simulation, as described in
Appendix B.

' % Cf. Houthakker and Magce (1969). The asymmctry in incomc clasticitics is measurcd as the income clasticity for
exports minus the income elasticity for imports. Note the large clasticity asymmetrics between the United States
and Germany, Japan, and the LDCs.
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of the AR(1) model M6. For comparison, the second column gives estimates for an AR(4) model
over the same sample. Both models are estimated by OLS, and standard errors are in
parentheses. Based on these estimates, the trade account appears to be non-stationary, and
possibly explosively so. That feature may stem from inclusion of the 1980-84 period in the
estimation sample.! ' Because forecasts from dynamic models need not have finite moments, an
examination of the empirical properties of forecasts from models such as M5 and M6 may

contribute to the literature on their analytical properties.' 2

Table 4: Summary Statistics for the Time-series Models

M6 (p=1)_ AR@) (p=4)
o 091 (1.25) 087 (1.25)
4 . 1.044 (0.03) 1026 (0.05)
A

o 7.805 7.64

R’ . 0.94 0.94
Durbin’s h 0.30 0.115

The VAR (M5) is estimated by multivariate least squares, which is FIML here because the
coefficients are estimated unrestrictedly. Estimated coefficients and standard errors appear in

Appendix E.

2.3 Forecasting
Given the nonlinearities in the behavioral equations, forecasting the trade account S periods
ahead (say) involves solving the whole trade model for import and export prices and volumes,

period by period. For notational simplicity, the entire model is represented as:

(8) f(yt’ yt_l’ Ztv 6, ut) = 0 ’ : tzl,...7T+S ’

"'If the estimation sample ends in 1979Q4, then the sA are 0.96 (0.06) and 0.94 (0.07) for the AR(1) and
AR(4) models, respectively. 4

' 2 See, for example, Orcutt and Winokur ( 1969), Sargan (1982), Hoque, Magnus, and Pesaran (1988), Ericsson and
Marquez (1989), and Magnus and Pesaran (1989).
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where the first T observations are used in estimation (here, ending in 1984Q4), the remaining S
are forecast, f{-) is an nx1 vector of equations included in the model, Y is an nx1 vector of
endogenous variables in period t, z, is an rx1 vector of (assumedly) weakly exogenous variables,
0 is a cx1 vector of parameters, and u, is an mx1 vector of corresponding disturbances. For

describing forecast procedures, it is more convenient to write (8) solved for Y explicitly:

%) YI4s = g(yT+s_1, 21y 0, uT+s) , s=1-T,...,-1,0,1,....,S ,

where g(-) is a suitable redefinition of f( -) above, and the time subscript is changed such that
forecasts are calculated for positive s.

By assumption, (9) is the process generatin EY 4 SO (9) naturally serves for generating l)\rT s
(the forecast of Yt +s)’ given some choice of assumptions about YT4s1° 8 and Upye The particular
choice adopted determines the type of forecast. If the actual value of YTrs-1 is used, then the S
forecasts {I)\/T o s=1,...,S} are one-period ahead, i.e., forecasts of the endogenous variables are
conditional on the observed endogenous variables lagged one period. Alternatively, the previous
forecast 9T s could replace YT4s-1 in (9), but with observed Y1 starting the forecast process. This
sequential solution for I;IT +s in (9) generates a set of s-period ahead forecasts (s=1,...,S).

Given the class of forecasts (whether one-period or s-period ahead), the choice of 8 and U,
in g(-) fully specifies the forecast procedure. Numerous choices of © and UTte exist, the most
common being "deterministic simulation” (6=% and Uy =0)and "stochastic simulation" (8 and Uy
random). The remainder of this section considers the former; Section 3 calculates the latter by
Monte Carlo methods and uses them for model evaluation via predictive failure tests; Section 4
uses the latter for model evaluation via forecast-encompassing tests; and Section 5 compares the
numerical solutions for both. The analysis in the body of the paper is conducted with one-period
and s-period ahead forecasts, in both cases drawing sets of random values for 0 and Upy s
Appendix C presents the results for which only Upgg is treated as random, cf. Section 3.1. For
brevity, analytical derivations below often are given for s-step ahead forecasts only. However,
the formal structure developed applies to both s-step and one-step forecasts, and both types of

forecasts are examined empirically.
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Before proceeding, we note that the term simulation carries different meanings in the
econometric and Monte Carlo literatures. To avoid confusion, we use the definition in Howrey
and Kelejian (1969, p. 207): "A simulation experiment is the solution sequence generated by a
dynamic model under certain specified conditions in which the exogenous variables are usually

taken as given and the model is used to generate the endogenous variables sequentially.”

2.4 Deterministic Forecasts
In deterministic simulation, (9) is solved numerically, setting 6 equal to its in-sample
A .
estimated value © and Up,o equal to its expected value (usually zero). The associated one-step

ahead forecasts are:

A
(10) 5T+s = g(yT+s—l’ZT+s’6’0)’ s=1,...,S.

The s-step ahead forecasts use the same formula, but with 6T+s-1 replacing YT4s-1 (s=2,...,S).
Equation (10) is computationally simple to implement for both one-step and s-step ahead
forecasts, but, by ignoring /é and U, as sources of randomness, the extent of forecast uncertainty
cannot be assessed. That precludes developing confidence intervals for the forecasts and
evaluating the forecast performance of different models.! *

To highlight these limitations, consider the deterministic one-step and s-step ahead trade-
account forecasts from (10) for the period 1985Q1-1987Q4, plotted in Figure 1.'* Two features
are notable: the forecasts differ substantially in numerical terms across models, and the
dispersion of model forecasts increases strikingly as the forecast horizon lengthens. On the
former, s-step ahead forecasts from models M1-M3 and M5 indicate a general improvement,
whereas models M4 and M6 forecast continued deterioration. On the latter, the range of trade-
account forecasts increases from $50 billion (annual rates) at one quarter ahead to $140 billion

(annual rates), twelve quarters ahead. Hooper (1988) and Bryant and Holtham (1988) report

13E.quation (10) also gives biased forecasts for most nonlinear functions g(-) because the cxpectation of a
nonlinear function generally is not cqual to the function of the expectation. See Section S for a numerical
analysis of such forecast biases.

b4 For the structural models M1-M4, the forecasts of y arc e¢x post in the sensc that thosc forecasts are
conditional upon the outcomes of the assumedly wcakly exogenous variables z. However, the variables in y (import
and export prices and volumes) are solved simultancously at each period.
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Figure 1: Deterministic Forecasts of the Trade Account
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similar findings in comparing forecasts from different trade models and interpret the increase in
forecast dispersion as indicative of forecast uncertainty. However, this interpretation
unrealistically treats deterministic simulations from alternative models as though they were
drawings from some (unspecified) distribution of outcomes.

Although forecast uncertainty may well increase with the forecast horizon, neither ex post
nor ex ante measures of that uncertainty are related to the dispersion of deterministic simulations
from alternative models, making the latter an unreliable estimate of forecast uncertainty. For
instance, one model's forecasts might be always correct, yet the dispersion across different
models’ forecasts could be substantial due to misspecification in the other models. Conversely,
all forecasts might be nearly identical (e.g., because of similar model design), yet all could have
large uncertainty associated with them. Simply put, a set of forecasts from different models
bears no relation to a sampling of possible outcomes of the variable forecast. For reasons
discussed in Section 3.1 below, descriptive statistics of model performance such as mean
absolute error (MAE) and root mean-square forecast error (RMSFE) are also unsatisfactory
measures of forecast uncertainty.

Deterministic simulations are of potential interest, but often lack a measure of uncertainty.
Numerically large differences between forecasts from alternative models (or between forecasts of
a given model and actual outcomes) may or may not be statistically significant, and a measure of
the forecasts' distributional properties is necessary to find that out. Lacking such a measure
undermines the value of deterministic simulation for studying international trade and evaluating
policies. Thus, Section 3 assesses the uncertainty of trade-account forecasts by means of

stochastic simulation.

3. Stochastic Properties of the Trade-account Forecasts

In much the same way that coefficient estimates are e&timalex and hence are uncertain, so
are forecasts. However, whereas the uncertainty of coefficient estimates in a well-specified
model arises from only one source, namely, the disturbances over the estimation period, forecast

uncertainty has two sources: "inherent" and "coefficient"”, i.e., that due to future disturbances and
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that arising from the estimation of model parameters. In light of (9), those sources are
{uT+s’ s=1,...,S} and the estimated coefficients /é, the latter being a function of the In-sample
disturbances {ut, t=1,..,T}. Standard errors and confidence intervals can be constructed to
reflect such uncertainty in forecasts, thereby permitting hypothesis testing. For linear dynamic
systems, Schmidt (1974) and Baillie ( 1979) derive easily calculated analytical formulae which
account for both sources of uncertainty; cf. Chong and Hendry (1986) for a summary and Monte
Carlo analysis. However, (9) is nonlinear, so those formulae are not directly applicable. Instead,
we solve a stochastic analogue to those analytical formulae, simulating by Monte Carlo the
effects of inherent and coefficient uncertainty which are analytically derivable for linear models.

Section 3.1 describes the design of that stochastic simulation; Section 3.2 analyzes the results.

3.1 Experimental Design of the Stochastic Simulation

From (9), the forecast 9T +5 (relative to the outcome Y1 +S) depends upon the realizations of two
random variables, /é and {uT+i’ i=1,...,8}, s0 §T+s is also arandom variable. If the distribution of the
forecast 9T+s were derived analytically, assumptions would be made about the distributional
properties of those disturbances and of the coefficient estimates. Similar assumptions are made
when solving for the distributional properties of forecasts by stochastic simulation. Values of
{8; Uy s$=1,...,S} are randomly drawn according to those distributional assumptions, with each
set of values generating a path of S forecasts. From the sample of forecast paths, distributional
properties of the forecasts can be estimated, e. g., the sample mean, the standard deviation (which
gives the estimated forecast standard error), and the 95 percent confidence interval. The
remainder of this sub-section describes the assumptions used, the procedure for generating the
sample of forecasts, and some statistics derivable from that sample.

To generate random drawings for the errors Uy, o> WE assume normality and independence

for all ug:
(11) u -~ NI(0,) t=1,.,T+S,

where Q is an mxm covariance matrix independent of the time period t. Thus, the kth drawing of

Up,o (denoted uk,T +S) is:
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A

(12) U Thg = Ank,s’ k=1,...,K; s=1,....,S,

where A is the (lower triangular) Cholesky decomposition of Q (and so AA'=Q), //\\ 1s the
(empirical) in-sample estimate of A from ?2 (the in-sample estimate of Q), nk,s is an mx1 vector of
drawings from an independent standard normal distribution, and K is the number of replications
(i.e., the number of times that the forecast is simulated). In this paper, K=1000 and the forecast
period is 1985Q1 to 1987Q4 (S=12).

To generate random drawings for all the coefficients in the model, we assume that the

A
asymptotic properties of 8 hold in finite samples:

(13) 8 ~ N, %),

15

/\ . A .
where X is the ¢x¢ asymptotic covariance matrix of 8." ° Thus, the kth drawing of 8, denoted B 1s:

AA
(14) ek = 0 + FCk, k=1,...K; s=1,....S |

A N
where I'isthe Cholesky decomposition of X (and soI'T''=%), I' is the sample estimate of I' from %, and

. . . . . . 16,17,18
Qk is a ¢x1 vector of drawings from an independent standard normal distribution.’ ©’

At the kth replication, S forecasts are solved sequentially via (9) by combining O, from

(14), {uk Tt s=1,...,S} from (12), and the paths of the exogenous variables:

'3 Note that the cstimation procedure may have implications for the assumed structure of X, ¢.g., block diagonality
cquation by equation for OLS and NLS.

!¢ As an illustration of the magnitudes involved in (12) and (14), the dimensions of Q and T for model M4 are 21x21
and 127x127, respectively.

'7Cf. Brown and Mariano (1984) and Fair (1984) on alternative procedurcs for drawing coeflicients and/or
residuals.

P8 At first blush, the assumption of normality in (11) and (13) may sccm restrictive, and, 10 a certain extent, it
is. However, analyses withow forecast standard errors impose even more restrictive assumptions. E.g., they can
be viewed as implicitly assuming normality and in addition sctting Q=0 and X=0. Forecast standard crrors from
stochastic Monte Carlo simulation typically assume normality as well, with Q equal to its estimated value (as
above) but £=0. Thus, our procedure is more general than those commonly employed. Also, as the derivations in
Schmidt (1974) and Baillic (1979) imply, finite sample deviations of the estimator's distribution from normality
do no)t) affect the distribution of the forecasts from linear models, 10 the order of approximation present (i.c.,
o(1/T)).

Residual-based stochastic simulation scts £=0 and randomizes (permutes) the cstimated in-sample residuals
to generate the simulated forecast errors, from which the cstimated forecast standard errors arc calculated.
Although not quite a special case of our procedure, it omits cocfficient uncertainty, and the randomized residuals
need not approximate the underlying distribution of the errors any beticr than normality does. See Brown and
Mariano (1989) for a comparative analysis of residual-bascd, deterministic, and Monte Carlo predictors.
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that arising from the estimation of model parameters. In light of (9), those sources are
[uT + s=1,...,S} and the estimated coefficients /E\), the latter being a function of the in-sample
disturbances {ut, t=1,..,T}. Standard errors and confidence intervals can be constructed to
reflect such uncertainty in forecasts, thereby permitting hypothesis testing. For linear dynamic
systems, Schmidt (1974) and Baillie (1979) derive easily calculated analytical formulae which
account for both sources of uncertainty; cf. Chong and Hendry (1986) for a summary and Monte
Carlo analysis. However, (9) is nonlinear, so those formulae are not directly applicable. Instead,
we solve a stochastic analogue to those analytical formulae, simulating by Monte Carlo the
effects of inherent and coefficient uncertainty which are analytically derivable for linear models.

Section 3.1 describes the design of that stochastic simulation; Section 3.2 analyzes the results.

3.1 Experimental Design of the Stochastic Simulation

From (9), the forecast 9T s (relative to the outcome Y1 JrS) depends upon the realizations of two
random variables,/é and {uT+i’ i=1,...,s},s0 §T+s 1s also arandom variable. If the distribution of the
forecast ;T 4 ere derived analytically, assumptions would be made about the distributional
properties of those disturbances and of the coefficient estimates. Similar assumptions are made
when solving for the distributional properties of forecasts by stochastic simulation. Values of
{/é; U,q $=1,....5} are randomly drawn according to those distributional assumptions, with each
set of values generating a path of S forecasts. From the sample of forecast paths, distributional
properties of the forecasts can be estimated, €.g., the sample mean, the standard deviation (which
gives the estimated forecast standard error), and the 95 percent confidence interval. The
remainder of this sub-section describes the assumptions used, the procedure for generating the
sample of forecasts, and some statistics derivable from that sample.

To generate random drawings for the errors U, WE assume normality and independence

for all ug:
(11) u -~ NI(0,) t=1,.,T+S,

where Q is an mxm covariance matrix independent of the time period t. Thus, the kth drawing of

U (denoted uk,T +S) is:



(12) Uoreg = AN oo k=1,...,K;s=1,...,S ,

where A is the (lower triangular) Cholesky decomposition of Q (and so AA'=(Q), //\\ 1s the
(empirical) in-sample estimate of A from 2\2 (the in-sample estimate of Q), nk,s is an mx1 vector of
drawings from an independent standard normal distribution, and K is the number of replications
(i.e., the number of times that the forecast is simulated). In this paper, K=1000 and the forecast
period is 1985Q1 to 1987Q4 (S=12).

To generate random drawings for all the coefficients in the model, we assume that the

A
asymptotic properties of 8 hold in finite samples:

(13) 8 ~ N, ),

5

/\ . /\ .
where . is the cxc asymptotic covariance matrix of 8.' ° Thus, the kth drawing of 6, denoted ek, 1s:

A A
(14) Sk = 0 + Fl;k, k=1,...,K; s=1,....S ,

A A
where I'is the Cholesky decomposition of £ (and so I'T '=X), I"is the sample estimate of I' from %, and

. . . . - . 16,17,18
Z;k 1s a ¢x1 vector of drawings from an independent standard normal distribution.

At the kth replication, S forecasts are solved sequentially via (9) by combining 0 from

(14), {uk T4 s=1,...,S} from (12), and the paths of the exogenous variables:

'3 Note that the cstimation procedure may have implications for the assumed structure of X, c.g., block diagonality
cquation by cquation for OLS and NLS.

!¢ As an illustration of the magnitudes involved in (12) and (14), the dimensions of Q and £ for model M4 are 21x21
and 127x127, respectively.

'7Cf. Brown and Mariano (1984) and Fair (1984) on altcrnative procedurcs for drawing coelficients and/or
residuals.

'8 At first blush, the assumption of normality in (11) and (13) may scem restrictive, and, 0 a ccrtain extent, it
is. However, analyses without forecast standard crrors impose cven more restrictive assumptions. E.g., they can
be viewed as implicitly assuming normality and in addition sctting Q=0 and £=0. Forecast standard errors from
stochastic Monte Carlo simulation typically assume normality as well, with Q equal to its cstimated value (as
above) but X=0. Thus, our procedure is more general than those commonly employed. Also, as the derivations in
Schmidt (1974) and Baillic (1979) imply, finitc sample deviations of the estimator's distribution from normality
do not affect the distribution of the forecasts from linear models, to the order of approximation present (i.c.,
o(1/T)).

Residual-based stochastic simulation sets £=0 and randomizes (permutes) the estimated insample residuals
to generate the simulated forecast errors, from which the estimated forccast standard errors are calculated.
Although not quite a special case of our procedure, it omits cocfficicnt uncertainty, and the randomized residuals
need not approximate the underlying distribution of the errors any better than normality does. See Brown and
Mariano (1989) for a comparative analysis of residual-based, deterministic, and Monte Carlo predictors.
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that arising from the estimation of model parameters. In light of (9), those sources are
{UT+S’ s=1,...,S} and the estimated coefficients /é the latter being a function of the in-sample
disturbances {ut, t=1,...,T}. Standard errors and confidence intervals can be constructed to
reflect such uncertainty in forecasts, thereby permitting hypothesis testing. For linear dynamic
systems, Schmidt (1974) and Baillie ( 1979) derive easily calculated analytical formulae which
account for both sources of uncertainty; cf. Chong and Hendry (1986) for a summary and Monte
Carlo analysis. However, (9) is nonlinear, so those formulae are not directly applicable. Instead,
we solve a stochastic analogue to those analytical formulae, simulating by Monte Carlo the
effects of inherent and coefficient uncertainty which are analytically derivable for linear models.

Section 3.1 describes the design of that stochastic simulation; Section 3.2 analyzes the results.

3.1 Experimental Design of the Stochastic Simulation

From (9), the forecast?T s (relative to the outcome Y1 +S) depends upon the realizations of two
random variables, /E\) and {uT+i’ i=1,...,8},s0 9T+s isalso arandom variable. If the distribution of the
forecast /}\,T+s were derived analytically, assumptions would be made about the distributional
properties of those disturbances and of the coefficient estimates. Similar assumptions are made
when solving for the distributional properties of forecasts by stochastic simulation. Values of
{/é; U, $=1.....,S} are randomly drawn according to those distributional assumptions, with each
set of values generating a path of S forecasts. From the sample of forecast paths, distributional
properties of the forecasts can be estimated, e.g., the sample mean, the standard deviation (which
gives the estimated forecast standard error), and the 95 percent confidence interval. The
remainder of this sub-section describes the assumptions used, the procedure for generating the
sample of forecasts, and some statistics derivable from that sample.

To generate random drawings for the errors U, » We assume normality and independence

for all u:
(1) uo o~ NI(0,Q) t=1,....T+S,

where Q is an mxm covariance matrix independent of the time period t. Thus, the kth drawing of

Uy (denoted uk,T+s) is:
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A
(12) U Tog = Anks, k=1,...,K; s=1,....,S,

where A is the (lower triangular) Cholesky decomposition of Q (and so AA'=Q), /1\ is the
(empirical) in-sample estimate of A from /£\2 (the in-sample estimate of Q), nk,s is an mx 1 vector of
drawings from an independent standard normal distribution, and K is the number of replications
(i.e., the number of times that the forecast is simulated). In this paper, K=1000 and the forecast
period is 1985Q1 to 1987Q4 (S=12).

To generate random drawings for all the coefficients in the model, we assume that the

A

asymptotic properties of 6 hold in finite samples:

A ;
(13) 8 ~ N(o, %),

A A )
where 2 is the cxc asymptotic covariance matrix of 8. ° Thus, the kth drawing of 6, denoted Bk, 1s:
A AN

(14) 6, = 0 + rgk , k=1,...K;s=1,...S,

A A
where T'isthe Cholesky decomposition of X (and so I'T''=X), I" is the sample estimate of I from X, and

. . . - - . Y91 7,18
Z;k is a ¢x1 vector of drawings from an independent standard normal distribution." !

At the kth replication, S forecasts are solved sequentially via (9) by combining 0, from

(14), {uk T4s’ s=1,...,S} from (12), and the paths of the exogenous variables:

!> Note that the estimation procedure may have implications for the assumed structure of X, c.g., block diagonality
equation by cquation for OLS and NLS.

"¢ As an illustration of the magnitudes involved in (12) and (14), the dimensions of Q and £ for model M4 are 21x21
and 127x127, respectively.

'7Cf. Brown and Mariano (1984) and Fair (1984) on alternative procedurcs for drawing coeflicients and/or
residuals.

'8 Al first blush, the assumption of normality in (11) and (13) may scem restrictive, and, to a certain extent, it
is. However, analyses without forecast standard errors impose even more restrictive assumptions. E.g., they can
be viewed as implicitly assuming normality and in addition sctting Q=0 and ¥=0. Forccast standard errors from
stochastic Monte Carlo simulation typically assume normality as well, with Q equal to its cstimated value (as
above) but X=0. Thus, our procedure is more general than those commonly employed. Also, as the derivations in
Schmidt (1974) and Baillic (1979) imply, finite sample deviations of the estimator's distribution from normality
do not affect the distribution of the forecasts from linear models, 10 the order of approximation present (i.c.,
o(1/T)).

Residual-based stochastic simulation sets =0 and randomizes (permutes) the estimated in-sample residuals
to generate the simulated forecast errors, from which the cstimated forecast standard errors arc calculated.
Although not quite a special case of our procedure, it omits cocfficicnt uncertainty, and the randomized residuals
nced not approximate the underlying distribution of the errors any better than normality does. Seec Brown and
Mariano (1989) for a comparative analysis of residual-based, deterministic, and Monte Carlo predictors.
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A3 Vi Tes = 80k Tas-1> 2T Ok U Tus)

AN A
g()lk,T+S‘l, ZT+S, 9+rgk, Ank,s) ’ S = 1’.“’S ,

with the initial condition that Vi T = Y- One element of (15) is the (kth) simulated trade-account
for g .

ecast NX K.T-+s
The full stochastic simulation produces a random sample of K trade-account forecasts,

from which the mean forecast (uT +§), mean forecast error (vT +g), and standard deviation of the

simulated forecasts (o +S) are estimated by:

(16) HTys = Zk NXk,T+s/K ’

(7) gy = NXp - Bp, -
(18) By = (S NX, g, - g, K172 s

T+s — KK, THs - M Tas ’ s=1,..,9,
where NX is the recorded value of the trade account, and these Monte Carlo estimators are

T+s

denoted by a tilde superscript ~ in order to distinguish them from empirical estimators such asle\).1 ’

Thus, 52F+s 1s the estimated variance for a single s-period ahead forecast. Unlike the deterministic
forecasts from (10), equations (16)-(18) recognize that both coefficient estimates and innovations
are random variables that could take values other than their (estimated) means. That randomness
affects the forecast's distribution and is the basis for statistical inferences about the forecasts.? °

In fact, 3:2], s (and its generalization @ below) can be calculated accounting for the uncertainty either
from future shocks and coefficient estimation or from future shocks alone. Parallelling analytical
formulae for linear models, the two possible calculations are referred to as the "approximate” and
"asymptotic” formulae respectively. The latter is asymptotic because it ignores uncertainty from

estimation, which affects the variance ofr s in finite (estimation) samples only. The former is

'® To obtain an unbiased estimator of ¢° , the summation in (18) should be divided by K-1 rather than K. We use K
instead because the numerical differences are negligible for large K (and our choice of K=1000 sccms large) and it
is consistent with the matrix generalization, &, below.

2% Using stochastic simulation (o estimate p (rather than calculating it analytically) introduces a third source of
uncertainty when forecasting {rom nonlincar modcls. Although estimaics of the uncertainty contributed by
simulation are feasible, we ignore this complication, assuming that K is large cnough so that simulation
uncertainty is negligible relative to inherent and coefficicnt uncertainty.
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A .
"approximate” because the assumption of 8 being exactly normal need not hold, even if the {ut}

are normal; but this approximation affects Ggr 10 only order o(1/T).

+5

The matrix generalization of ’62T s follows immediately. Define 0 as the vector of deviations

between the kth stochastic simulation of the S forecasts and the estimated mean forecasts, i.e.:

19) 0y = (NXp o fpygh o Ny gy gD

The standard Monte Carlo estimator for the variance of the vector of forecasts (TAT 1 ILT +S ) is:

20 ® = I, 0, 01/K.

Just as SZT s provides a measure of the forecast uncertainty for the single forecast IlT 4 5O does @

for the vector of forecasts. Having constructed these measures of forecast uncertainty, forecast-
based test statistics can be formulated.

A natural hypothesis to test is that the outcomes of the trade balance in the forecast period
come from the same distribution as that assumed to generate the in-sample values, i.e., the
distribution implied by the function g(-) in (9). One approach to testing this hypothesis is to
compare the forecast errors with their variance-covariance matrix derived from g(-) and see
whether the errors are substantially larger than anticipated. For a forecast at T+s, the
corresponding test statistic is the forecast error t-ratio, i.e., the mean forecast errorh\“zT s divided by

its estimated standard error BT . This statistic is approximately standard normal under the null

+
hypothesis; its square is approximately %2 (1). For the static linear model, this statistic simplifies
to one based upon the one-step prediction interval; cf. Chow (1960, p. 593).

For the entire set of forecasts, the S forecast errors are compared with their measure of

uncertainty. Denote the vector of mean forecast errors by:

21 v = (VT+1,..., VT+S)’

= (INXpyHpgq b INXpygrbp gD

Then the test statistic is:

) 1 = V@ .
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Under the null hypothesis that the model is correctly specified over both the estimation and
forecast samples, 1t is approximately distributed as x%(S).2! Large values of t indicate
misspecification of the model, such as from omitted variables bias with that bias varying as the
correlation between included and omitted variables changes. While the power of t is often high
against such parameter non-constancy, 1 may have little or no power against other forms of
misspecification, e.g., the previous example but with no change in the inter-variable correlation.
For linear models, the distribution of 1 is invariant (approximately invariant) to the use of
one-step or s-step ahead forecasts with the asymptotic formula (approximate formula); cf. Pagan
(1989). The statistic T is nor invariant to the type of forecast from nonlinear models.

By allowing model nonlinearity, the statistic t generalizes Chong and Hendry's (1986,
p. 682, equation (31)) x* statistic for detecting predictive failure.? > However, in contrast to the
linear framework, analytical solutions for the forecasts and their variance-covariance matrix P
are not usually available, so both are estimated by stochastic simulation.

While t may be a reasonable test statistic for detecting a wide class of deviations in
forecast properties from those anticipated, more powerful tests exist for specific forms of
deviation. For instance, forecast errors can be systematically off, so it may be of interest to test

whether or not forecast errors have a fixed bias. One test statistic for this is:
@3) = (v8)-GE s,

where t is an Sx1 vector of ones. This statistic transforms the forecast errors into errors which
(under the null hypothesis of correct model specification) are standardized and uncorrelated,
averages those transformed errors, and rescales the average by vS. (By contrast, 1 is the sum of
squares of the transformed errors.) t* is approximately distributed as Student's t-statistic t(S-1)

under the null of zero mean in the forecast error, and is designed to have power against the

2 I Note that the mean forecast errors v are the discrepancies between outcomes and the mean forccasts, whereas the
elements of o, are the discrepancies between the kth set of simulated forecasts and the mean forecasts, so being
typical hypothtsized forecast errors under the null of correct speciflication. The v indicate the actual forecast
performance of the model, whercas the o, (via®) arc the basis for estimating how well the model ought to have
forecast if the model were well-specified.

22 Chong and Hendry's x? statistic in turn generalizes Hendry's (1979) %® statistic in two dircctions. The former
accounts for coefficient uncertainty, making it similar to Chow's (1960, pp. 594-595) statistic; and it is
applicable (o s-step as well as one-step ahead forccasts.
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alternative of a non-zero mean, constant across forecasts. For linear models, Chow (1960,
p. 594, equation (11)) and Hendry (1989, pp. 49-50) give equivalent analytical solutions for t*
including coefficient uncertainty. The invariance results for t also apply to t*.

Criteria such as MAE and RMSFE often are used to measure the performance of
alternative macroeconomic models. The usefulness of these statistics is questionable for
dynamic and/or nonlinear models; and, even for static linear ones, their purposes contrast with
those of T and 1*. The issues are three-fold. First, in order to justify averaging a function of
forecast errors over different forecast periods, these criteria assume that the moments of the
forecast errors are constant across periods, but they are unlikely to be so in dynamic and/or
nonlinear models. In general, the forecast error variance for a dynamic and/or nonlinear model
depends upon the forecast period, i.e., the diagonal elements of ® are not identical (nor need ® be
diagonal). That invalidates model comparison with such statistics. Thus, although MAE and
RMSFE are reported below, little importance should be assigned to their values. (Note that the
constant-variance assumption is made whether the forecasts are deterministic or stochastic.)
Second, as Hendry and Richard (1982, pp. 26-31) and Fair (1984, pp. 264-265; 1936) note, such
measures do not account for differences in conditioning sets across models, so models with
greater reliance on exogenous variables may have an "unfair” advantage in ex post forecasting.
To wit, Hendry and Richard show analytically that a misspecified model with invalidly assumed
exogenous variables can have a smaller RMSFE (or MAE) than the correctly specified model.
Third, a model which does well (or poorly) in terms of its MAE or RMSFE may still have its
forecasts falling outside (or within) a suitable measure of forecast uncertainty. Such
"conflicting” results may arise even when forecast variances are constant and the sample size is
large (e.g., for static linear models with no coefficient uncertainty). The cause is that the two
classes of statistics are being used to evaluate the models against different information sets: for ©
and t*, different subsamples within a given dataset, and, for MAE and RMSFE, different

datasets over a given subsample. Cf. Ericsson (1989) for details.
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3.2 Empirical Forecast Performance
With the theoretical proporties of the forecasts'characterized and forecast-based test
statistics formulated, the empirical forecasts generated by stochastic simulation may be
Vihte_rpreted. Table $ lists the mean forecast error T’T , 1ts estimated (approximate) standard error
T+ , dnd their ratio across models and fOJ ecast pef iods for one-step ahead forecasts. Values of the
MAE, RMSFE, and the test statistics T and ©* are also given for each model. Figure 2 presents
the mean forecast “T+s’ an approximate 95% confidence interval given by I‘T+s t 26T+s.’ and the
realized trade lgalgnce NXT g One. graph per set of. one-step ahead forecasts for a givér‘i'model.
Table 6 and Figure 3 contain the corresponding information for s- step ahead forecasts. From
these summaries. of the stochastic simulation, .we analyze the model% ex post fon:cast
_,performdrce focusmg on systemdtlc bldses n the forecasts the economic and stdtlstlcal
:magmtudc :s of forecast errors, the size of the forecast standald error, and statlstlcal measures of
forecast accuracy. | |
The one-step ahead forecast errors for models M1-M3 ‘and” M5 are systematic and highly
autocorrelated, tending to; be pogitivo “and ‘decreafsiing :yo\é/er the fifét four or so perlods .‘and
negative and increasing in magnitude over thefreme}iﬁder; :FOI‘éCaSIS ftox1l M4 reflect thls 'pattern,
but with opposite sign. Model M6 has relatively small, unsyst'ematio forecast errors. The s-step
ahead forecast errors are (approximately) weighted cumulants of the one-step ahead forecast
errors, with the pattems for M1-M5 bemg, approximately the same or accentuated. The fonecast
errors for M6 are Systematlc and posmve although small relatlve to the conflden(ie mtervals
Numerically, the forecz;lst ei‘rors are oftén largo relart)i:ve to the size of the trade dccount ’ For
example, niodéli’ M1 undefprediots the trade deﬁcit tWelve poriods ahead by V$63"vyoilfi'or’1 in
" 1987Q4, ie., by approximately one-third of the trade account. Oné explanation of such large
errors lies in what is being forecast, namely, the differen;oe' of "_Ltw_'o'lar‘g’ed_‘gu"antities, similar in
magnitude, which themsélves must bé forecast.” Even if in)bo:r[s_ and exports are determined
independently and the forecast errorsforlmportsdndexports are Small relatlve to their actual

values, the forecast errors for their difference may well be of the same order as the difference
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Table 5

One-step Ahead, Approximate Formula

Forecast Period

Summary Measures of

Forecast Performance

1985 1986 1987
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 MAE RMSFE < T*
Historical Trade Account
(billion USS)
-99.5 -1198 -1248 -1445 -141.7 -1354 -1469 -1541 -159.5 -158.2 -158.7 -164.8
Mean Forecast Error
(billion USS$)
Model M1 21.4 -4.1 -0.3 -3.0 2.4 92 250 259 -197 254 -179 271 15.1 182 107 -1.6
Model M2 227 -0.7 2.6 0.1 2.4 93 271 267 -187 237 -122 200 138 17.1 155 -1.8
Model M3 234 -1.5 6.2 29 0.1 -136 -238 -17.8 -129 -120 55 -5.0 104 13.0 107 -09
Model M4 -158 -33.0 32 0.1 200 232 246 3.2 255 11.4 11.3 9.8 151 180 9.1 0.8
Model M5 236 -176 1.8 -30.2 27 -11.9 329 242 205  -148 319  -49.0 21.8 253 172 -2.1
Model M6 230 -153 09 -129 10.1 13.0 -4.4 0.1 25 8.9 1.5 1.7 84 107 197 03
Estimated Standard Error of the Mean Forecast Error
(billion USS$)
Model M1 13.2 13.0 13.7 14.3 14.5 14.3 15.2 16.1 17.3 188  20.1 21.5
Model M2 12.9 13.0 12.8 14.0 14.4 13.4 13.7 14.4 15.7 17.0 19.1 215
Model M3 14.0 13.5 13.5 13.8 14.1 13.7 14.4 14.5 15.6 16.1 17.2 17.8
Model M4 183 19.1 20.1 222 233 21.8 227 220 264 274 288 308
Model M5 14.8 14.8 152 15.0 16.7 16.1 16.0 193 213 207 214 224
Model M6 8.9 8.6 83 8.6 9.3 9.1 8.9 9.1 8.7 9.1 9.3 9.1
Forecast Error "t" ratio
Model M1 1.6 0.3 -0.0 0.2 02 -0.6 -1.6 -1.6 -1.1 -1.4 -0.9 -1.3
Model M2 1.8 0.1 0.2 0.0 02 -0.7 2.0 -1.9 -1.2 -1.4 -0.6 -0.9
Model M3 1.7 -0.1 0.5 0.2 -0.0 -1.0 -1.7 -1.2 -0.8 0.7 03 -0.3
Model M4 -0.9 -1.7 0.2 0.0 0.9 1.1 1.1 -0.1 1.0 0.4 0.4 0.3
Model M5 1.6 -1.2 0.1 2.0 -0.2 -0.7 2.1 -1.3 -1.0 -0.7 -1.5 -2.2
Model M6 2.6 -1.8 0.1 -1.5 1.1 1.4 -0.5 -0.0 0.3 1.0 0.8 0.2
Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumcs and price indices.
Model M6: AR(1) of the nominal trade account.
MAE: Mean absolute error.
RMSFE:  Root mean-square forecast error.
(H The ¢ (12) statistic testing against predictive failure. Iis 5% and 10% levels are 21.0 and 18.5.
T The t-statistic testing against non-zcro mean forecast error.
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Table 6

Forecast Period

Summary Measures of

Forecast Performance

1985 1986 1987
Ql Q2 Q3 Q4 Ql Q2 Q3 Q4 Q1 Q2 Q3 Q4 MAE RMSFE 1 T*
Historical Trade Account
(billion USS)
995 -119.8 -1248 -1445 -141.7 -1354 -1469 -154.1 -1595 -158.2 -1587 -164.8
Mean Forecast Error
(billion USS)
Model M1 214 6.5 5.6 2.7 5.8 46 228 360 -400 -503 -50.5 -63.1 258 330 11.0 -1.7
Model M2 22.7 11.5 11.9 9.7 83 48 -252 383 406 -48.1 -436 -535 265 314 138 -1.8
Model M3 234 13.7 14.1 10.9 58 -138 328 407 -404 429 310 363 255 285 114 -14
Model M4 -15.8 -366 -15.9 5.1 78 296 275§ -0.1 13.0 -4.9 14 -104 145 181 7.7 -02
Model M5 23.6 6.8 05 -256 322 365 -569 -73.4 852 877 -87.6 -903 505 599 79 -1.0
Model M6 230 8.8 10.3 -1.7 88 230 205 224 272 389 500 560 242 291 201 06
Estimated Standard Error of the Mean Forecast Error
(billion USS)
Model M1 13.2 15.7 17.3 19.2 19.7 195  20.7 227 256 285 311 339
Model M2 12.9 15.2 15.9 18.0 19.2 18.4 19.3 208 237 263 297 336
Model M3 14.0 169 18.6 20.8 214 20.7 21.8 227 26.0 26.8 289 30.3
Model M4 18.3 19.8 21.2 24.1 254 26.0 26.9 27.1 30.4 333 344 36.0
Model M5 148 238 289 336 404 502 586 670 724 715 829 884
Model M6 8.9 14.1 185 232 290 354 419 49.1 56.8 659 758 86.7
Forecast Error 1" ratio
Model M1 1.6 0.4 0.3 0.1 03 -0.2 -1.1 -1.6 -1.6 -1.8 -1.6 -1.9
Model M2 18 0.8 0.7 0.5 0.4 0.3 -1.3 -1.8 -1.7 -1.8 -1.5 -1.6
Model M3 1.7 0.8 0.8 0.5 0.3 -0.7 -1.5 -1.8 -1.6 -1.6 -1.1 -1.2
Model M4 -0.9 -1.8 0.7 -0.2 0.3 1.1 1.0 -0.0 0.4 0.1 -0.2 -0.3
Model M5 1.6 03 -0.0 -0.8 0.8 -0.7 -1.0 -1.1 -1.2 -1.1 -1.1 -1.0
Model M6 2.6 0.6 0.6 -0.1 0.3 0.6 0.5 05 0.5 0.6 0.7 0.6
Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and expon volumes and price indices.
Model M6: AR(1) of the nominal trade account.
MAE: Mean absolute error.
RMSFE:  Root mean-square forccast error.
T: The x? (12) statistic testing against predictive failure. Its 5% and 10% levels are 21.0 and 18.5.
™ The t-statistic testing against non-zero mean forecast error.
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Figure 2: 95 % Confidence Intervals For Trade-account Forecasts
One-step ahead, Approximate formula
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Figure 3: 85 % Confidence Intervals For Trade-account Forecasts
s-step ahead, Approximate formula
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itself. Note that this problem need not appear in forecasting other functions of exports and
imports, €.g., the export-import ratio.

For all models, the s-step ahead forecast standard error tends to increase as the forecast
horizon lengthens. The sharpest increase is from $9 billion in 1985Q1 to $87 billion in 1987Q4
with model M6, and is due both to the omission of "exogenous" variables in the model and to the
presence of an estimated dynamic root close to unity. The tendency of forecast uncertainty to
increase is robust to model specification, albeit being less pronounced in the other models.
However, the numerical size of the forecast standard error is sensitive to model specification:
standard errors range from $8.9 billion (M6) to $18.3 billion (M4) in the first quarter and from
$30 billion (M3) to $88 billion (M5) in the twelfth quarter (all figures in annual rates). FIML
yields only small gains in precision, with the forecast standard errors for model M2 typically
being 5-10% smaller than those for M1. Finally, the confidence intervals are not monotonically
increasing in the forecast horizon, nor need they be; cf. Chong and Hendry (1986, p. 685) and
Ericsson and Marquez (1989).

The 95% s-step ahead confidence intervals displayed in Figure 3 often are larger than the
realized trade balance itself. For models M1-M4, their confidence intervals are large in spite of
taking "future" production costs, degree of rationing, trend factors, real incomes, GDP deflators,
and nominal exchange rates as known. Standard errors for comparable ex ante forecasts of the
~ trade account would almost invariably be larger, perhaps similar to those for the (ex ante) time-
series forecasts from models M5 and M6.

The numbers for the analysis above are all calculated using the approximate formula, i.e.,
accounting for uncertainty from future shocks and estimation. The component from estimation
can be substantial, as indicated by Figures 4 and 5, which respectively plot one-step and s-step ET s
from both the asymptotic and approximate formulae. In the extreme, the twelve-step ahead
forecast standard errors of M1, M2, and M5 nearly double and that of M6 more than doubles by

accounting for the uncertainty from estimation.



Figure 4: Standard Errors for One-step Ahead Forecasts
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Figure 5: Standard Errors for s-step Ahead Forecasts
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The statistics © and t* provide two measures of parameter constancy (i.e., predictive
failure) for the six models over the twelve quarters forecast. From the values of 7 in Tables 5
and 6, significant predictive failure is apparent in model M6 only. Even so, model M6 has a
smaller one-step ahead MAE and RMSFE than do models M1-M5. That may reflect the
i'nadequarcy of the MAE as an evaluation criterion for nonlinear models, or the in-sample variance
dominance by the time-series model, or both. Even for a given model, the estimated forecast

standard error ET can vary dramatically with the forecast period, invalidating the basis for

+s
comparison by MAE or RMSFE; cf. Tables 5 and 6 and Section 3.1. The statistic t* is
statistically insignificant, except for model M5 with one-step ahead forecasts.

The validity of the x* and t distributions for T and T* rests upon the forecast errors being
normally distributed under the null hypothesis. The errors are asymptotically normal for linear
ﬁodels, but need not be for nonlinear ones. To examine the closeness to normality of the
distribution of the forecast errors under the null, we have calculated Jarque and Bera's (1980)
x“‘ (2) statistic for the K simulated values of each forecast period of each model. The Jarque-
Bera staristic tests whether or not skewness and excess kurtosis are zero, i.e., whether or not they
.are what they would be if the error distribution were normal. If the number of replications is
large, the statistic will have unit power for trivially small non-zero values of skewness and excess
kurtosis, so the values of the sample moments are of interest as well. Tables C.1-C.4 in
Appendix C report values of the Jarque-Bera statistic and the corresponding measures of
~ skewness and excess kurtosis. Very little skewness and excess kurtosis is apparent in the
stochastic forecasts for models M1-M4, whether statistically or numerically assessed. By
contrast, considerable non-normality is apparent in the s-step ahead forecast errors from models
M5 and M6 using the approximate formula, especially at longer horizons. This is not so
surprising, given that all coefficient variation (constant term aside) is in the dynamics for these
two models, and the dynamic coefficients enter nonlinearly for forecast horizons of more than

one period, all the more nonlinearly for longer horizons. Thus, the assumption of normality of
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the ) appears reasonable for the most part, supporting the use of standard critical values for 1
and t*.

Two general conclusions are evident for the models examined. First, the trade-account
forecasts are subject to a wide margin of error, even in the short run. Yet, in spite of the large
confidence intervals implied, forecast errors from some models are detectably larger than
anticipated, as indicated by rejection using t and t*. Second, forecast uncertainty is time-
dependent, with both dynamics and model nonlinearity as contributing factors. Although not
monotonic, the forecast variance tends to increase (and considerably so) with the forecast
horizon. This non-constancy of the forecast variance implies that the MAE and RMSFE are
unreliable evaluation criteria, even when interpreted in what would be a sensible manner for
static linear models. By contrast, the statistics t and t* are robust to time-dependent forecast

uncertainty.

4.  Forecast Encompassing

As seen in Section 3, modél—based forecasts can help evaluate model performance by
comparing characteristics of a given model across different subsamples, e.g., via the test statistics
T and t*. With forecasts from more than one model, models may be evaluated with a different
criterion, forecast encompassing, in which a model's forecasts over a given period are compared
against another model's forecasts over the same period. Section 4.1 motivates this procedure,
and Section 4.2 applies it to the six sets of model-dependent forecasts. In brief, all models fail
the forecast encompassing tests, notably so with s-step ahead forecasts. That may reflect the
different implicit alternatives being tested with the one-step and s-step ahead statistics. For
general expositions on forecast encompassing, see Chong and Hendry (1986), who develop the
concept of forecast encompassing and clarify its relationship to the pooling of forecasts; and
Ericsson (1989), who establishes parallels between forecast encompassing and the testing of non-

nested hypotheses.
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4.1 The Analytics of Forecast Encompassing

The question of interest is whether or not the forecast errors of a given model (model h,
say) may be explained (at least in part) by the forecasts of another model (model 2). Under the
null hypothesis of model h being correctly specified, the forecast errors erm model h are
innovations, unpredictable by any information available at the time the forecasts were made,
including the data of model 2, and hence the forecasts of model 2. If in fact model h's forecast
errors are not predictable by model £'s forecasts, then model h "forecast-encompasses” model 4 .
That is, given model h's forecasts, model 1 's forecasts are redundant for predicting the variable
of interest. However, if model &'s forecasts are informative, model h is inadequate for
forecasting, having predictable forecast errors. Model £ has useful information that model h
does not have, or equivalently, relying on model h alone entails a loss of information. One useful
property of forecast encompassing is that it establishes a partial ranking on models: if model h
forecast-encompasses model £, then the converse cannot be true, at least asymptotically.
However, it could be that neither model forecast-encompasses the other, indicating room for
improvement in both models.

Tests of forecast encompassing are simple to calculate, being based on a regression

involving only the forecasts and the actual outcomes:

~(h) _ ~( 1) _
24) VTes = X0 + Ky My s=1,...,S,

~( 1)
HT4s

model £ (4 #h). In its simplest form, the forecast-encompassing statistic is the t-ratio on Ky with

~(h

~(h) _ ~Ch)ysc , . . , o , .
where Vs (_NXT wsMT +S) is the mean forecast error of model h and is the mean forecast of

KOEO; cf. Chong and Hendry (1986, pp. 676-679).

Forecast encompassing may be generalized to include the constant term, as in (24), and to
include forecasts from several models, rather than just one. By allowing for a non-zero constant
term (KO not necessarily identically zero) and testing «x, =0, a more powerful forecast
encompassing test may result if the forecast errors of model h are systematically biased.

However, such a systematic bias is predictable (i.e., by a constant term), so it is of interest to test
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xo=0and x, =0 jointly, and also x,=0 given =0.2? The initial "simple" forecast-encompassing
test and each of its three variants generalize immediately to tests with forecasts from several

models.2* The corresponding regression is:

~(h) _ ~(1) _
(25) VTes = %0 + zlsth Ky Ry s=1,....S.

Both "pairwise" and "multiple-model" forecast-encompassing test statistics are calculated below.

Forecast encompassing as a principle of model evaluation is agnostic on the type of
forecast (whether one-step or s-step ahead) and on the type of model (linear or nonlinear).
However, Chong and Hendry designed the original statistic with one-step ahead forecasts from
linear models with normal independent disturbances, so some modifications are necessary for the
general case. Under the null hypothesis of model h being correctly specified, Chong and
Hendry's assumptions ensured that the forecast errors from model h were themselves normal and
independent (ignoring coefficient uncertainty), and so the t-ratio from an OLS regression of (24)
had the desired null distribution. However, model nonlinearity implies heteroscedastic forecast
errors, and s-step (rather than one-step) ahead forecasts imply autocorrelation inherent in the
forecast errors; cf. Chong and Hendry (1986, equation (26)) and Hendry (1990, Chapter 10[10})
on the latter. The most natural modification is feasible generalized least-squares (GLS)

172 as the correction factor. The matrix é(h) is

estimation of (24) and (25), using [#V]
approximately diagonal for one-step ahead forecasts, in which case the standard
heteroscedasticity transformation using the diagonal elements of ?D(h) 1s suitable. A less efficient
but still valid procedure for one-step ahead forecasts is to estimate (24) and (25) by OLS, and
base the tratio (or Fratio) on White's (1980) heteroscedasticity-consistent covariance matrix.
However, here, and even with linear models, GLS has the advantage of correcting for the

(asymptotically negligible) autocorrelation in the forecast errors arising from coefficient

uncertainty.

23 The t-ratio for the test of x,=0 given x, =0 is similar 10 t*, but the latter (a) accounts for (rather than
ignores) coefficient uncertainty (?md (b) may” use cither oncstep or s-step ahcad (rather only one-step ahead)
forecasts. The GLS procedure below addresses thesc issucs. However, even with GLS, t* conditions upon the
estimation-sample and forecast-period disturbances having the same variance, whereas the t-ratio does not.

2“ However, the fourth test (of k=0 given x, =0) is numerically invariant to the choice of the altcrnative model or
models because only the cons[aerrm appcar& in the regressions (24) and (25) for this test.
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Forzcast-encompassing tests based on one-step and s-step ahead forecasts may have
different power because the alternatives being tested are different. That is most easily seen in
testing KO=O given x 0 =0 with forecasts from a linear model for the asymptotic formula. Whether
the regression uses one-step or s-step ahead forecasts, the dependent variable is the same, once
rescaled bty the appropriate [5(h)]' I 2. For one-step ahead forecasts, the regressor is a constant term
(aside from a scale factor) because the one-step ahead é(h‘) matrix 1s diagonal with the same values

. . . -1/2 .
on the diagonal. However, for s-step ahead forecasts, the regressor is ICD(h)] 2 L where 115 a

vector with unit elements, and the s-step ahead c~I>(h) matrix is inherently non-diagonal if the model
is dynamic. Thus, the dependent variables are the same but the regressors differ, so the
alternatives are in general different. Likewise, in the more general regressions, the transformed
(h)]-1/2 ‘ﬁ(ﬁ)

forecasts of another model [® are not invariant to being one-step or s-step ahead.

4.2 Empirical Results

Based on the forecast data for 1985Q1-1987Q4, we apply feasible GLS to (24) and (25)
and test for the significance of the associated coefficient estimates. Tables 7 and 8 report the
results for one-step and s-step ahead forecasts respectively, both using the approximate formula.

Looking at the pairwise tests on Table 7 first, the mean predictions from the univariate time-
series model M6 help explain the mean forecast errors of the structural model M4. That suggests
dynamic misspecification of M4 because dynamics are the only information in M6. However,
M6 can not forecast-encompass the VAR, model M5. Further, models M1-M3 can not
encompass M4, perhaps due to aggregation over countries. The multiple-model tests for one-step
ahead forecasts reject models M1-M4, and nearly rejects MS.

The s-step ahead tests in Table 8 roughly parallel those for one-step ahead forecasts, often
with even larger numerical values of the test statistics. All models but M4 fail the pairwise tests,
and all but M4 and M6 fail the multiple-model tests. The ability of the mean predictions from

the structural models M1-M4 to help explain the mean forecast errors of each of the time-series
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Table 7
Forecast-encompassing Test Statistics for Alternative Trade-account Models
One-step Ahead, Approximate Formula

Multiple-model (v4 #h)
Pairwise Forecast-encompassing Test Statistics (F valucs) N o
Forecast-encompassing 1'est Statistics

Encompassing Model To Be Encompassed (1)
Model (h) Null Hypothesis df. Ml M2 M3 M4 Ms M6 Null Hypothesis df. F value

Ml HO: X, =0; KO—:O 1,11 0.0 0.0 0.0 0.7 0.0 0.1 HO: VKl:O; Xy 0 57 2.8
HO: K, =0 1,10 0.1 0.2 57 0.0 2.6 Hy: v, =0 56 53
Hy: Ky =Kg=0 2,10 0.0 0.1 2. 0.0 1.3 Hyy: v =¥n=0 6.6 4.4

M2 HO: K!:O; KOEO 1,11 0..0 0.0 0.0 1.6 0.0 0.4 HO: \1)(9':0; KO;O 5.7 3.1
HO: K!=0 1,10 0.0 0.1 8.5 0.0 3.9 HO: VKQ:O 56 53
HO: KI:KOZO 2,10 0.0 0.1 4.2 0.0 2.0 HO: VKE:KO:O 6.6 4.4

M3 HO: K!:O; ko0 1,11 0.0 0.0 0.1 1.1 0.1 0.3 HO: vk, =0, o0 57 3.1
Hy: K, =0 1,10 0.1 0.4 6.5 0.0 19 ”0: VK!:O 5.6 55
Hyy %, =x=0 210 01 02 3300 10 Hy: ¥, =x,=0 6,6 4.6

M4 Hpy: % =0; kg0 1,11 0.0 0.1 0.1 0.2 0.0 0.0 Hy: Vi, =0; x4=0 5,7 2.
Hy: x, =0 1,10 46 2.0 1.0 35 14.3 Hy: VKEZO 5.6 5.0
Hy: X, =x3=0 2,10 24 1.1 0.6 1.9 7.4 Hyy: Vi, =x=0 6,6 4.2

M5 HOZ Xy =0; Koso 1,11 0.3 0.3 0.5 1.4 0.2 0.4 HO: VKE =0; KO:() 5,7 2.7
HO: KE:O 1,10 0.3 0.6 1.6 3.5 0.6 HO: VKE:O 5,6 3.4
HO: 3 :KO:O 2,10 0.3 0.4 0.9 1.9 0.4 HU: VKE =Ky= 6,6 2.

M6 HO: ) =0; KO:'O 1,11 0.0 0.0 0.0 0.0 0.1 0.0 HO: VK2 =0, KO::O 5.7 0.7
HO: Ky = 1,10 0.1 0.0 0.0 0.0 4.9 IIO: V)\‘! =0 5,6 0.9
HO: KlzKO:O 2,10 0.0 0.0 0.0 0.0 2.5 ”0: VKE =Ky 6,6 0.7

Notes: a. The 5% critical values for the F statistics are F(1,11)=4.84, F(1,10)=4.96, I(2,10)=4.10, F(5,7)=3.97, F(5,6)=4.39, ¥(6,6)=4.28.

b. The regressions for pairwise and multiple-model forecast encompassing are
~(h) _ ~(1)
YTes = Kot X7y
and
(b _ 3 ~(1)
YTes = 0t Zgan “phTys -

respectively, where the £ th model(s) is (are) being encompassed by the h[h model (the encompassing model). Each regress.on uses

GLS, i.e., premultiplying each equation by [5)(h)]_ 172 in order to account for the autocorrelation and heteroscedasticity of the

dependent variable Ve

¢. The diagonal clements in the block of pairwise forecast-encompassing test statistics are slatistics testing Ko:() with <y =0.
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Table 8
Forecast-encompassing Test Statistics for Alternative Trade-account Models
s-step Ahead, Approximate Formula

Multiple-model (V2 #h)
Pairwise Forecast-encompassing Test Statistics (F valucs)
Forecast-encompassing Test Staustics

Encompassing Model To Be Encompassed (£)
Model (h) Null Hypothesis df. Ml M2 M3 M4 Ms M6 Null Hypothesis df. F value

Mi HO: K,':O; KOsO 1,11 1.4 2.2 2.0 0.1 35 0.1 I{O: \11(1 =0, KO‘vO 57 5.9
HO: KE:O 1,10 2.1 1.0 1.7 14.5 338 HO: \7’1(220 5,6 5.0
HO: K1=K0=0 2,10 1.8 1.2 1.6 8.7 19.6 HO: \7’1(2:1(0:0 6,6 4.8

M2 HO: KIZO; K0=0 1,11 2.6 1.5 2.6 0.1 4.3 0.1 HO: Vx! =0; KO:O 5,7 7.7
HO: KEZO 1,10 33 2.5 2.6 27.1 32.1 HO: VKEZO 5,6 5.8
HO: x, =x4=0 2,10 26 2.1 2.1 16.1 18.9 Ho: v =x,=0 6,6 5.6

M3 HO: Kl=0; KOEO 1,11 1.4 1.6 0.8 ().i 3.0 0.0 HO: Vxl=(); KO:O 5.7 6.3
HOI K, = 1,10 22 32 5.4 31.5 14.7 HO: VKE=0 56 5.0
HO: K!=K0=0 2,10 15 2.1 2 17.2 2 HO: VK2=K0=O 6,6 45

M4 HO: Kl=0; KOEO 1,11 0.6 0.8 1.2 1.0 1.8 0.6 HO: vx, =0; KOEO 57 3.8
HO: KIZO 1,10 08 0.1 0.4 19 0.5 }{0: VKlz() 56 2
HO: 3 =K0=0 2,10 09 05 0.7 1.5 0.7 HO: VK, :KOIO 6,6 3.0

MS5 HO: K"=0; KO?O 1,11 3.7 3.4 3.1 1.6 5.4 3.2 HO: vy =0; K0=—0 57 2.
HO: KA:O 1,10 3.7 52 6.0 4.6 19.1 HO: VK1=0 56 6.6
HO: KA:KOZO 2,10 52 6.3 6.9 58 16.7 HO: VK‘I:KO:O 6.6 8.7

M6 HO: Kl:(); KOEO 1,11 2.4 2.1 1.8 1.5 4.4 5.2 HO: VKE =0; KO—-() 57 2.1
HO: K":O 1,10 8.7 8.8 6.8 0.6 0.4 Hyy: VKEZO 5,6 1.1
HO: KIZK():O 2,10 8.8 8.8 7.4 29 2.7 HO: VKIZKOZO 6,6 1.8

Notes: a. The 5% critical values for the [ statistics are [F(1,11)=4.84, F(1,10)=4.96, F(2,10)=4.10, ¥(5,7)=3.97, F(5,6)=4.39, F(6,6)=4.28.

b. The regressions for pairwise and multiple-model forecast encompassing arc

s(h) _ ~(2)
YTes = %0 7 %3 PTus
and
~(h) _ ~(1)
VTs = KO+Z£¢hKl”T+s‘

respectively, where the & th model(s) is (are) being encompassed by the h th model (the encompassing model). Each regression uses
GLS, i.e., premultiplying each equation by [(T)(h)]' 172 in order to account for the autocorrelation and heteroscedasticity of the

dependent variable v Tts”

c. The diagonal elements in the block of pairwise forccast-encompassing test statistics are statistics testing KOZO with <y =0.
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models suggests that the latter lack important economic determinants.” > In short, from Tables 7
and 8, every model contains information that would be valuable in improving the other models,
and every model could be improved.

Contrasts between pairwise and multiple-model tests could exist even asymptotically, with
rejection by multiple-model tests being "correct” if that rejection occurs. That brings home the
importance of modeling and testing from general to simple, rather than the reverse; cf. Ericsson
and Hendry (1989). Also, although the forecast-encompassing tests may suggest the
misspecification present and hence ways in which to improve a model, such inferences are
speculative rather than definitive. Rejection of the null does not imply the alternative.

Notwithstanding our analysis of forecasts in this section and Section 3 above, we agree
with Pagan (1989) on the conceptual equivalence of analyzing one-step ahead residuals, s-step
ahead residuals, and fitted residuals for linear models and provided that the implicit assumption
of strong exogeneity is valid; see also Chong and Hendry (1986, p. 681). There are several
caveats to this equivalence. First, from a practical standpoint, only one type of residual may be
available, in which case it is useful to have equivalent procedures for analyzing all three types.
Second, T and t* are not invariant to the type of residual for nonlinear models, and the forecast-
encompassing statistics are not invariant for even linear models. Third, if strong exogeneity is
invalid, forecast test statistics calculated with the s-step ahead residuals assuming strong
exbgeneity are no longer the correct s-step ahead forecast test statistics, even though the former
as (incorrectly) calculated are still numerically equivalent to the one-step ahead statistics. The
proper s-step statistics would require modeling the feedback mechanism of the endogenous

variables onto the right-hand side weakly exogenous variables.

3 That is, the other models' data (as distinct from their forecasts) might be informative: "model forccast
encompassing” is the corresponding, more general concept; cf. Ericsson (1989). This distinction may be
responsible for the contrasting results from pairwisc and multiple-model forecast-encompassing tests, although
rejection by any of the tests is sufficient to indicate predictive inadcquacy. Duec to model nonlincarities and
model size, the model forccast encompassing test statistics were not calculated.

The failure of the time-series models to forccast-cncompass models M1-M4 may also reflect the larger
information set of the latter, notably including future valucs of assumedly exogenous variables.
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5. Nonlinearity Bias

In general, deterministic forecasts from nonlinear models are biased: the expectation of a
nonlinear function is not usually equal to the function of the expectations. In the context of s-step
ahead forecasts from the first four models of the trade account, that means:

(26) n T-+s

A A
ECA- 80115 127490 UT4s))

A A
= 0 A-g(d ,E(9),E(u s=1,....S,

T+s T+s-1""T+s T+s))
where /)\/T = ST =Y E(-) is the expectation operator, and A is a selection matrix extracting the
nominal trade-account forecast from the vector function g(-). Even if the coefficients are
known, bias exists because the disturbances enter g( - ) nonlinearly.” ® The same analysis applies
to one-step ahead forecasts, but noting that such forecasts from linear models are unbiased.
However, deterministic multi-step forecasts from linear models are biased because the forecasts
are nonlinear functions of the (unbiased) coefficient estimates. This section estimates the
"nonlinearity biases" of the deterministic forecasts for the six models of the trade account:
Section 5.1 describes the underlying Monte Carlo methodology and Section 5.2 reports the
results. All models have statistically significant biases for most forecast periods, but only models
M4-M6 have economically significant biases, and those are primarily s-step ahead at longer
horizons.

See Nagar (1969), Howrey and Kelejian (1969), and Calzolari (1979) inter alia for early
studies that recognize systematic biases in deterministic forecasts arising from model

nonlinearities. More recent studies include Mariano and Brown (1983), Brown and Mariano

(1989), Fair (1984, 1988), and Fisher and Salmon (1986).

5.1 Monte Carlo Methodology
The bias of the deterministic forecast is the difference between 1 (the mean of the

stochastic trade-account forecast) and 5T s (the deterministic forecast). Almost by assumption,

26 To illustrate, suppose y is normally distributed N(u,06%) and consider the bias in the deterministic forccast of
Y, the exponential of y (Y=exp(y)). The deterministic forecast is exp(E(y))=exp(u), but the actual expectation of
Y is E(Y) = E(exp(y)) = exp(p+6° /2). Thus, the nonlincarity bias is cxp(u) - [exp(c” /2) - 1] and depends on both u
and o.
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1 is not known analytically; and obtaining its value numerically is a complicated process

involving multiple integration of the whole trade model:

A A A A A
@7) wpyg = A Bl = A I 8OV T yg 17T 4s O UT4s)  V(1:0) -du-db,
where V(- ) is the joint density of/é\) andu (s(uT+1 ""’uT+s)/)’ and /}\/T+s—1 1s implicitly a function of/(\)
and u. The difficulties in numerically evaluating (27) stem from both the number of random
variables and the absence of a closed-form solution.? ’

As an alternative to numerical integration, we estimate BT by Monte Carle, using the
variance-reduction technique antithetic variates. By exploiting the symmetry of the distribution
of ({nk,s}’ Ck) (the random drawings in Section 3 above), this method provides a much more
precise estimate of M than that offered by the standard Monte Carlo estimator ILT e

To start, note that the values ({nk,s 1, Z;k) and ({ M 1, —Ck) are equally likely (by symmetry),
and little additional computational expense is required to calculate a simulated trade account
from each, rather than from just the first. For K sets of random numbers, we generate 2K
simulated values of the trade account which are averaged to produce a forecast of the trade
account. Thus, calculating the antithetic-variate estimate of the bias involves three steps.

1. Generate a random sample of trade-account forecasts with the drawings from (12) and

(14). The trade-account forecasts for the kth replication are:
(28) NX ¢ = A 8y T 1o 2T o 04T, l/\mk,s)’ s=1,...5 .
2. Generate a random sample of trade-account forecasts using the negative of the random

numbers drawn for (12) and (14). These forecasts for the kth replication are:

+ _ + AN A A n
(29) NXk,T+S = A-g(yk,T+S_1, ZT4s e-rck, —Ank,s) , s=1,...,S,

+. o :
where the dagger * indicates switching the signs of the random numbers.
3. Construct the "pooled” Monte Carlo estimates of the trade-account forecasts by

averaging the antithetic variates in steps 1 and 2:

A
27 Note that 6 is independent of u, a feawre that would simplify solving (27) dircctly by numerical integration.
Even so, Lhis task remains a difficult one computationally, given the number of intcgrals involved. For example,
model M4 has 127 coefficients and 21 (limes 12 forecast periods) disturbances for a total of 379 random variables
to be integrated out; see Table 2.
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- _ +
OO by = T NXy g+ NXp p, J/2K)

= t ~+ S —

- (HT+S + “T+S>/2 > 5—1 ,..‘,S .

To illustrate how gains from antithetic variates arise, consider the relationship between the
variance of the antithetic-variate estimator _”T +¢ and the variance of the standard Monte Carlo

estimator ﬁT e

- ~ ~4 ~ ~t
(31) Var(uT+S) = [Var(HT+S) + Var(HT+S) + 2COV(”T+S’HT+S) 1/4

~ ~+
[0y /K + Cov(lp, Gy g) 12

i

(1+pp, JloT, JCK)]

) o
oTy/K = varup, )

The inequaiity is strict, provided that . (the correlation coefficient between 1 and oh )is
q y p PT4s Lt Mo

+
k, T+s and NXk JT+s°

highly negative correlations which we obtain, the reduction in variance (i.e., increase in

less than unity. This correlation is also the correlation between NX For the
precision) is considerable, from four-fold to over 2000-fold; see Appendix D.

To test whether or not the deterministic forecast is biased, we compute the t-ratio for the
hypothesis L +s=6T e

(32) YT4s = (“T+s ) 6T+s)/Jvar(”T+s)

+ NX+

)/Vvar[(NX k. T+s/21>

_ 172 -
= K7 (py- Sy

k,T+s
where the variance of (NXk,T s T NXk,T +S)/2 1S estimated as was the variance of NXk,T s from
. + - o ~ . .
(18), but with (NXk,T+s+NXk,T+s)/2 and Mg replacing NXk,T+s and Hpyg 1N that formula.
Large values of Ve indicate that the nonlinearity bias in the deterministic trade-account forecast
Is statistically significant, e.g., at approximately the 95% confidence level if lWT+§ | >1.96.
Selection of a large enough number of replications K will make any bias statistically significant,
soitis also cf interest to consider the numerical importance of the bias, as measured by b +s'5T e

For concise discussions of Monte Carlo analysis, including the use of antithetic variates,

see Hammersley and Handscomb (1964) and Hendry (1984). For applications of antithetic
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variates to forecasts from econometric models, see Calzolari (1979), Fisher and Salmon (1986),
and Mariano and Brown (1989), noting that they all treat the coefficient estimates as though they

were known with certainty, whereas this section relaxes that assumption.

5.2 Empirical Results

Tables 9 and 10 respectively report for one-step and s-step ahead forecasts the estimated
bias _“T+S-8T+S’ the estimated standard error of the estimated bias \/var(-uT_‘_S), and the
corresponding t-ratio YTig Some deterministic forecasts from all models have statistically
significant nonlinearity biases, summarized as follows. First, the estimated biases from all
models are usually highly statistically significant, although not as often or as much for M3
(one-step) or M1 (s-step). Second, the size of the bias changes with the forecast period, even
switching sign in some cases. Third, for Helkie and Hooper's model, the choice of estimation
method hardly affects either the magnitude or the profile of the bias.

Despite their statistical significance, the nonlinearity biases need not be ecconomically
significant. For models M1-M3, ithe deterministic and stochastic forecasts differ by only $2
billion at most, although often statistically significantly so. By contrast, models M4-M6 have
much larger and economically potentially important biases, e.g., of approximately $10 billion at
twelve periods ahead. The sometime difference between economically significant and
statistically significant biases stems from the considerable accuracy with which antithetic variates
estimate the mean of the trade-account forecast, making numerically slight departures from this
mean statistically significant.

The numerically large biases for s-step ahead forecasts from models M4, M5, and M6
appear to arise for distinctly different reasons, e.g., dynamics for M5 and M6 and disaggregation
for M4. Model M6 has (analytically) zero bias using the asymptotic formula (no uncertainty
from estimation) but substantial bias with the approximate formula. Thus, that bias must be due
to the nonlinear way in which dynamics affects multi-step forecasts. Specifically, the s-step

ahead forecast error for the AR(1) model M6 is:

A s-1.,1 S As
(33) NX - NXT+s Ei=() Al VThsei + (AT -A1 )NXT,

T+s
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Table 9
Nonlinearity Biases in Deterministic Forecasts of the U.S. Trade Account
One-step Ahead, Approximate Formula

Forecast Period

1985 1986 1987
Q1 Q2 Q3 Q4 Ql Q2 Q3 Q4 Ql Q2 Q3 Q4
Historical Trade Account
(billion USS)
-99.5 -119.8 -124.8 -144.5 -141.7 -135.4 -146.9  -154.1 -159.5 -158.2 -1587 -164.8
Estimated Bias
(billior: US$)
Model M1 -0.2 -0.2 0.2 -0.3 -0.4 0.5 -0.6 -0.8 -1.0 -1.0 -1.2 -1.3
Model M2 -0.3 -0.2 0.3 -0.4 -0.6 -0.5 -0.6 -0.7 -0.8 -1.0 -1.1 -1.4
Model M3 -0.1 -0.1 -0.0 -0.1 -0.1 -0.0 -0.0 -0.0 0.1 -0.1 -0.1 -0.1
Model M4 33 -1.1 -1.1 -4.9 -0.7 -5.0 2.5 1.1 0.1 79 9.7 7.7
Model M5 -0.2 -0.2 -0.2 -0.2 -0.3 -0.2 -0.2 -0.4 0.4 -0.4 -0.4 -0.4
Model M6 0 0 0 0 0 0 0 0 0 0 0 0
Estimated Standard Error of the Bias
(billion US$)
Model M1 0.04 0043 0047 0053 0057 0062 0066 0072 0076 0081 009 0.1
Model M2 0036 0.039 0044 0049 0053 0053 0.054 006 0067 0075 0.088 0.101
Model M3 0.016 0016 0016 0017 0018 0018 0021 002 0021 0022 0023 0026
Model M4 0039 0045 0.047 005 0057 0062 0062 0061 0.069 0078 0082 0094
Model M5 0019 0019 002 0021 0023 0022 0022 003 0037 0032 0034 0038
Model M6 0 0 0 0 0 0 0 0 0 0 0 0
“1" ratio?
Model M1 4.3 39 36 5.0 7.4 7.5 8.9 10.6 13.2 12.2 13.2 13.5
Madel M2 7.6 6.2 72 9.1 10.7 9.3 10.9 11.5 12.6 12.8 13.0 13.5
Mcadel M3 6.7 4.1 22 4.7 59 23 1.7 1.1 3.0 35 3.1 2.7
Mcdel M4 837 258 223 988 12.9 80.8 39.5 17.8 1.1 1012 1184 82.0
Mcdel M5 11.9 11.9 10.6 9.6 12.6 9.9 9.4 12.0 12.1 12.8 123 11.4
Mcdel M6 - - - - - - - - - - - -
Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indices.
Model M6: AR(1) of the nominal trade account.

a. The "t" ratios are numerically accurate. However, they do not always match the ratios between the

reporied biascs and standard crrors because the latter arc rounded.
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Table 10

Nonlinearity Biases in Deterministic Forecasts of the U.S. Trade Account

s-step Ahead, Approximate Formula

Forecast Period

Qi Q2

1985 1986 1987

Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Historical Trade Account

(billion USS)

Estimated Bias

(billion US$)
Model M1
Model M2
Model M3
Model M4
Model M5
Model M6

-99.5 -119.8
0.2 -0.0
-0.3 -0.2
-0.1 -0.2

33 -12
-0.2 -0.7
0 -0.1

-1248 -1445 -141.7 -1354 -1469 -154.1 -159.5 -1582 -158.7 -164.8

-0.1 0.0 -0.1 0.0 -0.1 -0.1 -0.4 -0.7 -0.8 -1.0
-0.1 0.3 -0.3 -0.3 0.1 -0.1 -0.1 -0.4 -0.8 -1.3
-0.2 -0.3 -0.4 -0.6 -0.7 0.8 -0.7 -0.8 -0.7 -0.7
-1.0 -4.5 -0.0 -4.4 23 0.8 -0.7 7.2 9.8 17
-0.6 0.8 -1.6 2.5 3.1 3.7 -4.5 -5.0 5.6 -6.8
-0.4 -0.8 -1.3 -2.1 3.1 -43 -5.8 -1.6 98 -124

Estimated Standard Error of the Bias

(billion USS)
Model M1 004 0064 0084 009 0.104 0111 0.118 0123 0.129 0.137 0.148 0.15
Model M2 0.036 0057 007 0082 009 009 0102 0114 012 0.128 0.136 0.146
Model M3 0.016 0.041 0.058 0076 0089 0.09 0.106 0.118 0.135 0.149 0164 0.178
Model M4 0039 0.066 0.083 0.1 0.115 0.136 0.145 0.155 0.171 0202 0212 024
Model M5 0019 012 0235 0341 0446 0546 067 0812 0952 1078 1218 1.349
Model M6 0 0.011 0027 0051 0082 0.124 0.177 0243 0323 0418 0531 0.665
"t" ratio®
Model M1 43 0.7 1.1 0.4 0.8 0.2 0.5 0.9 29 48 5.6 6.9
Model M2 76 32 2.1 3.1 3.6 3.0 1.3 1.0 0.8 3.2 6.0 9.0
Modecl M3 6.7 4.0 33 37 45 5.9 6.8 6.6 5.4 5.4 45 4.1
Model M4 83.7 17.8 11.6 454 0.3 32.6 15.5 5.2 42 355 46.0 323
Model M5 11.9 5.9 23 24 35 45 4.6 4.6 4.8 4.6 4.6 5.0
Model M6 - 115 14.0 154 16.3 16.9 17.4 17.7 18.0 18.3 18.5 18.6
Notes: Model M1: Helkie and Hooper (1988).

Model M2: Model M1 by FIML.

Model M3: Model M1 by FIML, with panial adjustment, without non-price rationing.

Model M4: Bilateral trade model by FIML.

Model M5: VAR(4) of import and export volumes and price indicces.

Model M6: AR(1) of the nominal trade account.

a. The "t" ratios are numerically accurate. However, they do not always malch the ratios between the

reported biases and standard errors because the latter are rounded.
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where 2 is the error on the AR(l) process and the intercept is ignored for expositional
simplicity. The errors are assumed normal, so the linear combination of them (the first term) is
also normal. The asymptotic formula sets A :/7\L1 , ignoring the uncertainty from estimation (the
second term) and making the corresponding forecast unbiased. In the approximate formula, /7\L1 1$
assumed normally distributed, unbiased for A ;but/7\c1S isbiased for k? (s>1). That nonlinearityinl)\u
is what the results in Table 10 for M6 detect. Although dynamics may contribute to the
nonlinearity biases for M4, other explanations could be more important. Model M4 is much
more disaggregated (by country) than the other models, and if the relative fluctuations of the
disaggregated variables are larger than of the aggregate, nonlinearity biases should be more
pronounced for the disaggregated model (M4).

Overall, the sensitivity of the nonlinearity bias to the forecast period, estimation method,
level of aggregation, and dynamic specification suggests that no simple correction exists for the
bias, other than simulation. When a substantive nonlinearity bias is present, deterministic
forecasts will be at an inherent disadvantage in terms of forecasting performance relative to
(unbiased) stochastic forecasts. All of the models examined have statistically significant
nonlinearity biases, of which three have numerically substantive biases. More generally, since
nonlinearity is a feature common to most macro-econometric models, deterministic forecasts

from them should be interpreted with caution, at least until the magnitude of the bias is assessed.

6. Summary and Conclusions

This paper generalizes existing methodology for evaluating forecasts and applies it to
forecasts over 1985Q1-1987Q4 from six econometric models of the U.S. trade account. The
predictive performance of these models has implications for econometric practice, trade
modeling, and the role of these models in policy making.

Deterministic forecasts are shown to be an unreliable basis for assessing model
performance, both because they typically lack a measure of forecast uncertainty and because they
tend to be biased for nonlinear models. Forecasts generated by stochastic simulation are a

simple, computationally feasible alternative without these problems, and can allow for
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uncertainty not only from the disturbances but also from coefficient estimation. Confidence
intervals for the forecasts are immediately obtainable from stochastic simulation.

Measures of forecast uncertainty aid the interpretation of forecasts in many situations,
including in ex ante prediction, counter-factual policy simulation, and the evaluation of the
forecasting models themselves. For the last, intra-model and inter-model analyses based upon
stochastic forecasts are easily conducted with parameter constancy (i.e., predictive failure) and
forecast-encompassing test statistics, and each provides unique information about the models.
To apply the latter statistic to the trade models examined, we generalize it to allow for s-step
ahead forecasts from nonlinear models, accounting for coefficient uncertainty. Finally,
stochastic simulation with antithetic variates offers an efficient, reliable technique for detecting
and assessing nonlinearity biases.

Empirically, the confidence intervals of the trade-account forecasts are very wide, and are
generally increasing with the forecast horizon. Both features are common across the models,
even though the models differ in several basic attributes which might have influenced the results:
model size, dynamic specification, choice of "exogenous" variables, estimation method, and level
of country and commodity aggregation. The forecast errors are large and systematic, and the
95% confidence interval of even a one-step ahead forecast is often an order of magnitude greater
than the quarter-to-quarter (or month-to-month) trade-account fluctuations receiving attention by
policy makers. The uncertainty of the model-based forecasts clearly tempers the role of these
models in formulating policy.

In spite of this large uncertainty, the forecast-encompassing tests indicate that forecast
errors from each of the six trade-account models examined are in part predictable by the forecasts
(and so the data) of the other models. That is, each model involves a loss of information relative
to the other models. Conversely, those tests imply that better forecasts are obtainable from the
data currently used in modeling. However, to assess the magnitude of the implied reduction in

forecast uncertainty feasible, we must await the development of an improved model.
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Finally, the deterministic forecasts of several models are subject to substantial biases from
model non'inearity. As a rule, ignoring such biases degrades forecast performance.

As currently implemented, the models in this analysis are subject to many limitations, two
of the most important being the chosen dynamic specifications and the assumed weak exogeneity
of income, GDP deflators, and the exchange rate. Testing these and other assumptions and re-
designing the models in light of the outcomes almost certainly would modify the numerical
results obtained above. Even so, the message of the paper remains the same: model-based
forecasts are random variables, and accounting for their distributional properties is essential for
interpreting the forecasts properly, whether in policy analysis, model evaluation, or ex ante

prediction exercises.
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Appendix A: Description of the Data

Secuons A.1, A.2, A.3, and A.4 below respectively describe the data for the Helkie-Hooper
model and its closest variants (M1-M3), the bilateral trade model (M4), the VAR (M5), and the
univariate autoregressive model (M6). Data sources appear as italicized abbreviations and are

described in Section A.5.

A.1. Data for Models M1-M3

All series for these models are maintained in the databank of the trade model developed in
Helkie and Hooper (1988).

Exports, Imports, Their Deflators, and the Trade Account. The nominzl values of
agricultural exports and non-agricultural exports are in billions of U.S. dollars, quarterly at
annual rates, and come from NJA Table 4.3. Real exports are in billions of (constant) 1982 U.S.
dollars, quarterly at annual rates, and come from N/A Table 4.4. The price deflators for
agricultural and non-agricultural -exports are obtained as the ratios between the respective
nominal and real exports.

Nominal and real values of non-oil imports are in billions of (current and 1982) U.S.
dollars, quarterly at annual rates, and come from NJA Tables 4.3 and 4.4, respectively. The non-
oil import deflator is constructed as the ratio between nominal and real non-oil imports.

The nominal value of oil imports is in billions of U.S. dollars, quarterly at annual rates, and
comes from N/A Table 4.3. The volume of oil imports, quarterly in billions of barrels per year, is
constructed as the excess of domestic consumption over the sum of domestic production and
inventory drawdowns:

MQFL = FLC - FLQ + FLSCN, |
where MQFL, FLC, FLQ, and FLSCN are respectively oil imports, oil consumption, oil
production, and the change in oil inventories (all quarterly in billions of barrels per year, DOF).
The unit value of oil imports is obtained as the ratio between the nominal value and the volume

of oil imports.
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The rominal trade account (billions of U.S. dollars, quarterly at annual rates) is constructed
as the difference between the nominal value of exports and the nominal value of imports.

GNP and CPI. Real U.S. GNP comes from NIA Table 1.2. The U.S. GNP and
consumpticn deflators are constru.cted as ratios between nominal magnitudes (N/A Table 1.1) and
real variables (NV/A Table 1.2). U.S. capacity utilization comes from the FRB Table 2.12.

Foreign GNP is constructed as a geometric mean of the levels of foreign GNPs, using the
weights in Table A.1 below. The sources for foreign GNPs are: CSR (Canada); BOJ (Japan); ET
(United Kingdom); Statistical Supplement, DBB (Germany); Comptes Nationales, INSEE
(France); INSTAT (Italy); Bulletin de Statistique, Institute National de Statistique (Belgium);
Kwartaalrekeningen, Central Bureau of Statistics (Netherlands); Reflets de L'Economie, Office
Fédéral de la Statistique (Switzerland); and National Accounts, National Central Bureau of

Statistics (Sweden).

Table A.1. 1978-83 Average Trade Weights for the G-10 Countries

untr Trade Weights
Canada 9.1%
Japan 13.6%
United Kingdom 11.9%
Germany 20.8%
France 13.1%
Italy 9.0%
Belgium 6.4%
Netherlands 8.3%
Switzerland 3.6%
Sweden _ 4.2%
Total 100.0%

The foreign consumer price index (CPI) is constructed as a geometric mean of the country-
specific consumer price indices, using the trade weights in Table A.1. The sources for the
individual CPIs are: CSR (Canada); BOJ (Japan), Employment Gazette, Department of
Employment (United Kingdom); DBB (Germany); Bulletin Mensuel de Statistique, INSEE
(France); INSTAT (Italy); Bulletin de la Banque Nationale, National Bank of Belgium (Belgium);

Maandstatistiek, van de Pryzen, Central Bureau of Statistics (Netherlands); La Vie Economique,
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Dept. Fed. Econ. Publ. (Switzerland); and Allman Manadsstatistik, Swedish Official Statistical
Office (Sweden). Each trade weight is the average over 1978-83 of the given country's share in
the group's total imports. The source of these nominal imports is the /FS, Line 77abd.

Commodity Price. The world non-fuel commodity price comes from the /F'S Commaodity
Price Table (Line 001).

Capital Stock. Relative capital stocks are constructed as ratios between the U.S. capital
stock and the respective foreign capital stocks. For every country, the (real) capital stock equals
cumulated real gross fixed investment. Real investment equals nominal investment deflated by
the GNP (GDP) deflator. Nominal investment comes from the /FS, Line 93e; and the GNP
(GDP) deflator is obtained as the ratio between nominal and real GNP (GDP) where both
nominal and real variables are from the /FS, typically Lines 99a (99b) and 99a.r (99b.r). Capital
stocks for foreign industrialized countries (KDC) and for developing countries (KLDC) are
constructed as geometric means of the capital stocks of selected countries, where the weights are
1978-83 multilateral trade weights. For KDC, the countries and weights are: Belgium (0.061),
Canada (0.068), France (0.112), Germany (0.151), Italy (0.081), Japan (0.132), Netherlands
(0.069), Sweden (0.029), Switzerland (0.030), United Kingdom (0.102), Australia (0.023),
Austria (0.019), Denmark (0.017), Finland (0.014), Greece (0.007), Ireland (0.009), New
Zealand (0.005), Norway (0.016), Portugal (0.006), Spain (0.025), Turkey (0.006), and South
Africa (0.018). For KLDC, the countries and weights are: Brazil (0.142), India (0.076), Israel
(0.051), S. Korea (0.149), Malaysia (0.079), Mexico (0.108), Philippines (0.044), Singapore
(0.149), Taiwan (0.149), and Thailand (0.053). An overall foreign capital stock is constructed as
the geometric mean of KDC and KLLDC:

KFOREIGN = KDCY 77k .pcV233
The country-specific weights and the weights on KDC and KLDC are the country’'s (or
countries’) average shares in the corresponding group's total imports. The source of these

imports is the IFS, Line 77abd.
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Exchange Rates and the U.S. PPI. The weighted average of the dollar relative to G-10
currencies is constructed as a geometric mean of the bilateral exchange rates, using the weights
in Table A.1. The bilateral exchange rates are from the FRB Table 3.28.

The U.S. producer price index (with export weights) is constructed as a geometric mean of
the producer price indices for durable manufacturing, non-durable manufacturing, and petroleum
products. The weights are the 1982 shares of these products in their combined export value. The
source of the individual PPIs is the PPl Press Release of the Bureau of Labor Statistics, U.S.
Department of Labor. The source of the weights is Highlights of Exports and Imports Trade

(FT990) from the Bureau of Economic Analysis, U.S. Department of Commerce.

A.2. Data for Model M4

Model M4 is described in Marquez (1989). All of the series for M4 are maintained in the
databank of the Federal Reserve Board's Multicountry Model; cf. Edison, Marquez, and Tryon
(1987). The countries modeled in M4 are: Canada, Germany, Japan, the United Kingdom, the
rest of the OECD countries (ROECD), non-OPEC developing countries (LDCs), and OPEC.

Exports, Imports, Their Deflators, and the Trade Account. All (nominal) bilateral trade
flows are in billions of U.S. dollars, F.O.B., quarterly at annual rates, and come from the DOT
(1987).

To estimate the value of imports in 1972 U.S. dollars from each of Canada, Germany,
Japan, and the United Kingdom, the nominal dollar value of U.S. (bilateral) imports from a given
country s is deflated by PsEs’ where PS is the multilateral export unit value of country s in local
currency with 1972=1.00 and ES is the U.S. dollar exchange rate index ($U.S./local currency)
with 1972=1.00. PsEs estimates the associated dollar import price, and uses the multilateral
export price rather than the bilateral trade price because long series of quarterly data on the latter
are not publicly available. Thus, the deflator for imports from country s is PsEs (1972=1.00).
The sources for the multilateral export unit values of the four countries involved are: CSR,
D50501%100/1>40587 (Canada); DBB, XU0110 (Germany); /FS, Line 74 divided by its value in
1972 (Japan); and ET, CGTOQUS8080 0- (United Kingdom).
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The export price for the rest of the OECD (ROECD) is measured as a geometric mean of
the country-specific dollar export prices of the countries in this aggregate, where those prices
come from the /FS. The weight on each export price is the sample mean of the same country's
export share in total exports of the ROECD. The countries in the ROECD are as follows, with
the corresponding weight and 7FS line number in parentheses: Austria (5%, 122), Belgium (15%,
126), France (26%, 132), Italy (18%, 136), Netherlands (17%, 138), Norway (4%, 142), Sweden
(8%, 144), and Switzerland (7%, 146). For these export prices and for the LDC export price
below, the line numbers are from the /FS Table 74d of "Export Unit Values", whereas other /FS
data are from the /FS country-specific tables.

The source for the LDC export price is the /FS, Line 201.

For OPEC, the export price is the oil market price, in U.S. dollars, as reported by the /EA.

The value of U.S. exports in 1972 U.S. dollars is estimated as the nominal value of total
bilateral exports deflated by the U.S. multilateral export unit value PUS' The source for PUS 1s the
U.S. Department of Commerce, Bureau of the Census, U.S. Import/Export Unit Value Press
Release (discontinued as of June 1989).

The procedures used for constructing real trade flows assume that the commodity mix of
country s's exports to the U.S. is (and remains) the same as that to other countries, and likewise
for U.S. exports to country s.

The nominal trade account (billions of U.S. dollars, quarterly at annual rates) is constructed
as the difference between the sum of the nominal values of bilateral exports and the sum of the
nominal values of bilateral imports.

Two caveats on the trade account for M4 must be noted for the forecast analysis in this
paper. First, the numerical values of the trade account for M1-M3 are not the same as those for
M4 because the sources are different (NVIA versus DOT). To standardize the forecast analysis, we
use the numbers from the N/A, which are those for the Helkie-Hooper model. The percentage
discrepancies between the two trade-account series can be substantial, the maximum over the

forecast period being 26.5% ($31.8 billion) in 1985Q2. Even so, estimation of M4 uses the DOT
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numbers. Second, trade with countries not modeled in M4 are aggregated into a "Rest of World"
sector (ROW), whose imports and exports are treated as known in forecasting. By contrast, M1-
M3 treat al. imports and exports as endogenous. This difference should not give M4 much of an
inherent advantage in forecasting, noting that the maximum percentages over the forecast period
of ROW imports, exports, and trade account (in absolute value) out of total figures are 6.8%,
4.3%, and 11.1%, respectively.

Tariffs. Goods imported are often subject to tariffs, which in turn affect the price paid by
the consumer. The imputed price (Pks) of country k's imports from country s 1s constructed as
Pks = Eks(l +‘ck)PS, where EkS is the bilateral exchange rate between countries k and s (see below),
Ty 1s the average ad valorem tariff rate of country k, and PS is the multilateral export unit value of
country s in local currency (described above). These imputed prices determine (in part) the
demand for different bilateral imports in M4.

The tariff rate is available only for the United States, and is constructed as the share of total
(Le., multilateral) tariff receipts in total U.S. imports. (Hence, the tariff rates on goods imported
by countries other than the United States are assumed to be zero.) The source for tariff receipts is
the Monthly Bulletin, U.S. Department of the Treasury.

Third-country Import Prices. Imports from one cbunny often face competition by imports
from another country, e.g., U.S. imports of Japanese cars face competition by U.S. imports of
German cars. Thus, the bilateral trade equations include third-country import prices. For
instance, the equation for country k's imports from country s includes a geometrically weighted

average of country k's import prices from country q (g#s.k), constructed as:

Pkls - Hq;ﬁs,k [Ekq

®
P14,
q
where (oq is the share of the qth country in the group's total exports and Pq is the multilateral
export unit value of country q in local currency (described above). The aggregation of export
prices of various countries into a single index makes two important assumptions: first, country

k's imports from country s are strongly separable from country k's imports from countries other

than s; second, the elasticity of substitution among imports from countries other than s is unity.
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Real Income, and GNP (GDP) Deflators. Real incomes for Canada, Germany, Japan, the
United Kingdom, and the United States are defined as real GNP (or GDP) measured in domestic
currency. The sources are: CSR, Series D40593 (Canada); DIW (Germany); BOJ (Japan); ET
(United Kingdom); and N/A, Table 1.2 (United States). For the ROECD and the [.DCs, real
income is measured as a geometric mean of industrial production, using the means of trade
shares as weights. For ROECD, industrial production is from the /FS, Line 66; and the countries
and weights are the same as for export prices, above. The countries included as LDCs are as
follows, with weights and /FS line numbers in parentheses: South Korea (32%, 6€), Mexico
(36%, 66), and Taiwan (32%). Taiwan's industrial production is reported in Financia/ Statistics
(Bank of China, Taiwan District), Line 66. In view of data difficulties, the model assumes that
OPEC's income equals OPEC's real exports.

Each GNP (GDP) deflator is constructed as the nominal value of GNP (GDP) divided by
the corresponding real value. The sources are: CSR, Table 1.2 (Canada); DIW (Germany); BOJ
(Japan); ET, Table 2 (United Kingdom); and NIA, Table 7.1 (United States). In view of data
difficulties, the model assumes that the deflators for the ROECD, LDCs, and OPEC are their
export prices. Thus, (e.g.) the equation for U.S exports to OPEC uses OPEC's export price as a
proxy for OPEC's GNP price deflator.

Potential OQuiput. Potential output for Canada, Germany, Japan, the United Kingdom, and
the United States is generated using Cobb-Douglas production functions. These functions
include labor, capital, oil, and imports as inputs, and the associated parameters are estimated
econometrically. The estimated elasticities are 4%-14% for the share of capital, 609-80% for
the share of labor, 4%-7% for the share of oil, and 8%-18% for the share of imports. See Edison,
Marquez, and Tryon (1987) for details. Potential output of the LDCs and of the ROECD are
generated as fitted trends to actual output.

Exchange Rates. Only four bilateral exchange rates are used: the Canadian dollar, the
West German DM, the Pound sterling, and the Japanese Yen, all as quarterly averages against the

U.S. dollar. The source is FRB, Table 3.28. Export prices for the ROECD, LDCs, and OPEC
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are in U.S. dollars, as are the values of U.S. bilateral trade with them, so it is not necessary to

calculate exchange rates for them.

A.3. Data for Model M5

Model M5 is a logarithmic VAR explaining real exports and imports by the United States,
and the price deflators for these two trade flows. The nominal values of multilateral exports and
imports are in billions of U.S. dollars, quarterly at annual rates, and come from N/A Table 4.3.
Real exports and imports are in billions of (constant) 1982 U.S. dollars, quarterly at annual rates,
and come from NJ/A Table 4.4. The associated price deflators for these trade flows are obtained
as the ratios between the respective nominal and real exports. The nominal trade account
(billions of U.S. dollars, quarterly at annual rates) is constructed as the difference between the

nominal value of exports and the nominal value of imports.

A.4. Data for Model M6

Modzl M6 explains the nominal trade account by its lagged value alone. The only variable
involved is the trade account itself, and it is constructed as the difference between the nominal
values of exports and imports, both in billions of U.S. dollars, quarterly at annual rates. See

Section A.1 in this appendix for details.

A.5. Data Sources

BOJ Economic Statistics Monthly, Bank of Japan, Tokyo, monthly.

CSR Canadian Statistical Review, Statistics Canada, Ottawa, quarterly.

DBB Monthly Report, Deutsche Bundesbank, Frankfurt am Main, monthly.

DIW Lange Reihen der vierteljahrlichen volkswirtschaftlichen Gesamtrechnung fiir die

Bundesrepublik Deutschland, Deutsches Institute fiir Wirtschaftsforshung,
Berlin, quarterly.

DOE Monthly Petroleum Statistics, U.S. Department of Energy, Washington, D.C.,
monthly.

DOT Direction of Trade Statistics, International Monetary Fund, Washington, D.C,,
monthly.

ET Economic Trends, U.K. Central Statistical Office, London, monthly.

FRB Federal Reserve Bulletin, Board of Governors of the Federal Reserve System,

Washington, D.C., monthly.
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"End of Month Oil Market Report", International Energy Agency, Paris, monthly.

International Financial Statistics, International Monetary Fund, Washington, D.C.,
monthly.

Comptes Nationales and Bulletin Mensuel de Statistique, Institute National de la
Statistique et des Etudes Economique, Paris, quarterly and monthly respectively.

Indicatori Mensili, Instituto Centrale di Statistica, Rome, monthly.

"National Income Accounts" in Survey of Current Business, U.S. Department of
Commerce, Bureau of Economic Analysis, Washington, D.C., monthly.
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Appendix B. Calculation of Standard Errors for Trade Elasticities

Because of model design, the long-run elasticities for models M3 and M4 are nonlinear
functions of the estimated coefficients. For example, the estimate of the long-run income
elasticity for exports of model M4 is constructed as:

AN N A
(B1) aéj = O‘éj / (l-a(')j) :
where the noration follows that in Table 1. By being the ratio of two estimates, each of which is
approximately normally distributed, the distribution of /z\iz’j is difficult to handle analytically; cf.
Marsaglia (1965). So, to estimate the properties of gij’ we assume that the coefficient estimates
have an exact joint normal distribution with a mean and covariance matrix given by the estimated
coefficients and their estimated covariance matrix. We generate a random sample of values for
(/(;éj, /&(’)j) following that distribution, and, for each set of values, calculate the corresponding
elasticity via substitution into (B1). From that sample of simulated elasticities, estimates of the
mean and the standard deviation of the simulated 32j are calculated, and they appear on Table 3 in
the text. This procedure generates standard errors for the estimated elasticities similar to those
from the standard analytical formula for asymptotic standard errors of a nonlinear function of
estimates which are themselves asymptotically normally distributed; cf. Silvey (1975,
pp. 115-116).  We use the 1000 replications of the coefficient estimates from the stochastic
simulation as the random sample of values for (/&éj’ ,&(’)j).

Strictly speaking, the moments of 321 as simulated in rhis Monte Carlo study do not exist
because (/&éj’ &(’)j) 1s assumed normally distributed. However, the lack of moments may be
relatively uniraportant. First, provided []-E(/&(’)j)]//var(/&(’)j) is relatively large (e.g., 3 or 4), the
Monte Carlo is unlikely to generate "extreme" values of g,j’ so the finite-replication Monte Carlo
estimates of the mean and variance of géj may be well-behaved; cf. Sargan (1982). Second, the
econometric (-ather than Monte Carlo) finite-sample moments of /232] may Or may not exist,
regardless. Third, alternative measures are easily calculated from the Monte Carlo, e.g., the

median simulated elasticities and their 95% confidence intervals.
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Tables B.1 and B.2 summarize the statistical properties of the Monte Carlo distributions for
the elasticity estimates of models M3 and M4 respectively. The statistics reported are the mean,
median, standard deviation, scaled median absolute deviation, minimum, maximum, and the
critical values for the 95% confidence interval. Overall, the evidence reveals that the
distributions are well behaved, that is, they are fairly symmetrical and have few extreme values.
Exceptions to this pattern are oil consumption in model M3 and the U.K. export grice (and so
U.K. passthrough) in model M4. For the former, the ratio [l-lii(&(')j )]/x/vz;\r(&'oj) is 2.4 whereas
for the latter this ratio is even smaller, 1.4. These relatively low values are consistent with a

"high" probability of generating extreme values.



49a

Table B.1
Empirical Distribution of Long-run Elasticities: Model M3?

Approximate
Standard  Scaled” 95% Confidence Interval®
Mean Median Deviation  Deviation Minimum  Maximum  Lower Bound Uppcr Bound
Oil Consumptiond
price 0.104 -0.223 12.185 0.153 -33.502 382.451 -0.979 0.022
income 0.165 0.493 15.989 0.383 -495.329 77.597 -0.410 1.793
Non-Oil Imports
price -0.974 -0.970 0.089 0.082 -1.351 -0.672 -1.170 -0.819
income 2.754 2.749 0.084 0.085 2.515 3.126 257 2.958
Export Volume
Agricultural
price -0.657 -0.658 0.171 0.161 -1.385 0.006 -1.037 -0.319
income 1.330 1.337 0.100 0.099 0.727 1.628 1.110 1.511
Non-Agricultural
price -1.035 -1.011 0.255 0.223 -3.979 -0.452 -1.559 -0.609
income 1.271 1.281 0.113 0.104 0.578 1.566 1.003 1.480
Non-oil Import Price
Passthrough 0.938 0.940 0.093- 0.085 0.544 1.241 0.749 1.139

Notes: a. The empirical distribution is based on a sample of 1000 clasticity estimatcs.

b. The scaled median absolutc deviation is constructed as median(ix - median(x)1)/0.6745 where x is an observation of
the empirically generated sample of long-run clasticities.

¢. The 1000 sample points are grouped in 100 intervals of equal length, and the upper and lower bounds for the 95%
confidence interval correspond to the mid-point of the intervals associated with 2.5% and 97.5% probability,
respectively.

d. The cocfficient for the lagged dependent variable is 0.88 with a standard error of 0.05; sce Appendix E, Model M3,
equation 21.

The clasticities for oil consumption differ from those for oil imports because of domestic production.
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Table B.2 a
Empirical Distribution of Long-run Elasticities: Model M4

Approximate
Standard Sca]edb 95% Confider cc Interval©
Mean Median Deviation  Deviation Minimum Maximum  Lower Bound Upper Bound
Price Elasticities
Export Volume
Canada -0.440 -0.429 0.335 0.323 -1.526 0.949 -1.140 0.216
Germany -0.986 -0.987 0.172 0.169 -1.512 -0.433 -1.336 -0.650
Japan -0.405 -0.395 0.283 0.247 -1.815 1.049 -1.020 0.100
UK. -0.868 -0.860 0.361 0.342 -1.917 0.704 -1.602 -0.118
ROECD -0.834 -0.831 0.218 0.199 -1.809 0.003 -1.311 -0.383
LDCs -1 .621 -1.620 0.615 0.589 -5.518 0.372 -2.814 -0.403
OPEC -0.857 -0.846 0.173 0.136 -1.992 0.999 -1.235 -0.596
Import Volumc:d
Canada -0.632 -0.631 0.168 0.160 -1.235 -0.145 -0.972 -0.283
Germany -1.410 -1.407 0.328 0.307 -2.454 -0.401 -2.084 -0.741
Japan -0.581 -0.589 0.228 .22 -1.471 0.035 -1.031 -0.104
UK. -0.436 -0.489 0.394 0.322 -1.197 3.720 -1.076 0.404
ROECD -0.681 -0.681 0.141 0.139 -1.110 -0.150 -0.953 -0.405
LDCs -1.438 -1.402 0.428 0.400 -3.009 -0.336 -2.351 -0.625
Income Elasticities '
Export Volume
Canada 1.697 1.693 0.210 0.207 0.872 2.339 1.273 2.136
Germany 1.523 1.515 0.173 0.169 1.024 2.080 1.172 1.871
Japan 0.751 0.759 0.171 0.145 -0.140 1.355 0.396 1.070
UK. 3.409 3.323 0.695 0.620 1.532 6.595 2.275 5.125
ROECD 1.788 1.772 0.291 0.285 0.943 3.056 1.237 2.389
LDCs 0.395 0.409 0.159 0.149 -0.226 0.983 0.036 0.699
OPEC 1.289 1.214 0.468 0.319 0.564 8.259 0.737 2.193
Import Volume )
Canada 1.639 1.636 0.171 0.159 1.157 2.169 1.311 2.015
Gemmany 2918 2.925 0.309 0.292 1.964 3.907 2.322 3.598
Japan 3.696 3.683 0.29 0.296 2.893 4.683 3.133 4332
UK. 2.427 2.357 03517 0.464 -0.109 4.864 1.870 3.482
ROECD 2.318 2.319 0.311 0.305 1.251 3.470 1.701 2.956
LDCs 3.122 3.121 0.209 0.217 2.482 3.807 2.691 3.784
Import Prices®
Passthrough
Canada 0.713 0.726 0.173 0.159 0.271 1.130 0.294 0.776
Germany 0.827 0.826 0.026 0.025 0.713 0.914 0.772 0.880
Japan 0.479 0.480 0.075 0.076 0.251 0.689 0319 0.621
UK. 0411 0.221 8.228 0.551 -55.043 124.299 -4.429 4.219
ROECD 1.100 1.098 0.058 0.060 0.949 1.303 1.051 1.214
LDC 0.839 0.842 0.163 0.143 0.138 1.307 0.437 1.233
Notes: a-c. See Table B.1.
d. The eb(%ualion for oil consumption does not include the normalized variable Jagged one period as an explanatory
variable.

e. The coefficient of the lagged dependent variable for the United Kingdom is 0.94 with a standard error of 0.04; sec
Appendix E, Model M4, equation 29.



50

Appendix C: Additional Results

In many instances, results exist for four distinct cases: one-step ahead and s-step ahead,
each with either the approximate or the asymptotic formula. For ease of presentation, often
results for only the approximate formula are reported in the text: e.g., Tables 5 and 6, Figures 2
and 3, Tables 7 and 8, and Tables 9 and 10. This appendix contains comparable tables and
figures for the asymptotic formula, denoted Tables C.5 and C.6, Figures C.2 and C.3, Tables C.7
and C.8, and Tables C.9 and C.10, respectively. Further, Tables C.1-C.4 in this appendix include

numerical results for all four cases on higher moments of the forecast errors.
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Table C.1
Further Statistical Properties of the Stochastic Trade Account Forecasts
One-step Ahead, Approximate Formula

Forecast Period

1985 1986 1987
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 QI QQ

Q4

Historical Trade Account
(billion USS)

-99.5 -119.8 -1248 -1445 -141.7 -1354 -1469 -1541 -1595 -1582 -1587 -I

Skewness

Model M1 -028 -001 -0.11 -017 -0.16 -0.15 -003 -007 -009 -0.13 -0.06
Model M2 -0.19 0.00 -008 -002 -002 -0.14 -008 -0.08 0.02 -0.12 -0.02
Model M3 -0.11  -0.00 -0.08 -0.01 0.09 -0.07 -0.08 0.01 0.11  -0.16 -0.08
Model M4 -0.07 -0.11 -005 013 -011 -027 -010 -005 -0.15 -0.20 -0.20
Model M5 021 -010 -013 -0.14 -0.13 -0.19 002 -041 -0.16 -027 -0.22
Model M6 0.08 0.07 -0.03 0.09 -0.01 0.04 001 -001 -0.02 0.08 0.00

Excess Kurtosis

Model M1 0.07 0.18 -002 0.16 008 -002 -009 -021 -0.15 0.18 -0.00
Model M2 0.01 0.03 -0.03 023 -033 -005 -0.04 .24 029 -0.19 026
Model M3 002 013 -016 0.07 025 -027 -017 -0.14 -0.12 0.09  -0.02
Model M4 0.10  0.01 0.04 -0.01 0.00 0.09 0.14 033 -0.00 029 -0.04
Model M5 0.13 -0.16 0.25 005 -0.25 0.14 0.03 060  0.03 0.17 0.13
Model M6 0.17 0.15 -0.09 0.01 0.00 0.14 0.04 0.03 -003 -0.22 0.12

Jarque-Bera y? (2) Statistic

Model M1 13.57 144 212 597 429 396 052 254 233 408 068
Modcl M2 6.16  0.05 .18 219 468 358 1.05 342 362 396 278
Model M3 196 075 209 025 3.92 383 238 084 246 478 1.04
Model M4 1.22 192 044  3.00 1.96 1233 262 490 378 1026 645
Model M5 8.23 291 545 359 542  6.87 010 4328 405 13.68 8.74
Model M6 2.29 1.81 0.53 1.25  0.03 1.08 006 006 012 299 062

64.8

-0.05
-0.05
0.08
-0.26
-0.06
0.14

0.24
0.20
-0.05
0.13
0.11
-0.18

278
2.10
1.06
11.67
1.04
473

Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and cxport volumes and price indices.
Model M6: AR(1) of the nominal trade account.
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Table C.2
Further Statistical Properties of the Stochastic Trade Account Forecasts
s-step Ahead, Approximate Formula

Forecast Period

1985 1986 1987
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Histori :al Trade Account
(billion USS)
-99.5 -119.8 -124.8 -144.5 -141.7 -1354 -146.9 -154.1 -159.5 -1582 -158.7 -164.8

Skewness

Model M1 -0.28 -008 -008 -014 -018 -017 -012 -0.13 -0.10 -022 -0.16 -0.03
Model M2 -0.19 0.03 0.04 0.04 001 -000 007 -0.03 0.04 -0.00 0.10 0.05
Model M3 -0.11 -006 003 -010 -003 -016 -007 -0.19 -016 -021 -0.12 -0.01
Model M4 -007 -008 -009 -009 -008 -020 -0.19 -026 -0.13 001 -0.07 -0.08
Model MS -0.21 021 -026 -020 -0.15 -020 -023 -039 -032 -023 -031 -041
Model M6 008 -0.00 -005 -013 -029 -039 -057 -0.68 -084 -095 -1.07 -1.22

Excess Kurtosis

Model M1 0.07 0.38 0.29 0.10 0.09 022 -006 -009 -017 -0.10 -0.02 -0.12
Model M2 0.01 -0.03 -0.03 010 -029 -0.10 0.14 038 -0.11 -0.14 -0.08 0.17
Model M3 0.02 0.01 0.13 0.00 0.17 0.08  -0.09 0.22 0.76 0.62 0.74 036
Model M4 0.10 002 -000 -006 -001 -0.04 0.18 0.46 0.22 0.69 0.24 0.08
Model M5 0.13 0.18 0.77 0.34 0.33 0.68 0.99 1.74 2.01 235 2.96 325
Model M6 0.17 -0.06 -0.13 0.02 0.17 0.41 0.72 0.99 1.41 1.78 222 291

Jarque-Bera xz (2) Statistic

Model M1 1357 716 462 351 6.03 6.92 2.53 3.31 298 8.15 417 076
Model M2 616 020 035 072 348 0.39 1.57 616 072 086 1.79 1.66
Model M3 196 064 085 1.57 142 430 126 798 2798 23.67 2505 539
Model M4 1.22 1.17 1.31 1.63 095 695 719 1954 505 1971 3.31 1.37
Model M5 8.23 839 3574 11.62 829 2609 49.69 151.03 185.48 23832 382.44 46752
Model M6 229 014 1.21 2.84 1521 32.84 7596 117.23 200.04 282.77 397.03 600.06

Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indices.
Model M6: AR(1) of the nominal trade account.
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Table C.3
Further Statistical Properties of the Stochastic Trade Account Forecasts
One-step Ahead, Asymptotic Formula

Forecast Penod

1985 1986 1987
Ql Q2 3 4 Q@ Q@2 Q3 @« 2 13 o

Historical Trade Account
(billion USS)
-99.5 -119.8 -124.8 -1445 -141.7 -1354 -1469 -154.1 -159.5 -158.2 -158.7 -164.8

Skewness

Model M1 028 004 -001 -005 001 -005 -009 004 -005 -006 -005 -005
Model M2 016 004 -002 -004 -006 -007 -001 005 005 -004 -005 0.03
Model M3 023 000 -006 -008 -007 -008 -006 000 005 -0.11 -005 002
Model M4 007 -017 000 -011 -020 -026 -001 -007 -007 -004 -019 -019
Model M5 -0.13  -009 -0.10 -022 -005 -012 009 -014 004 -020 -032 -0.14
Model M6 005 008 -008 007 010 008 016 -0.05 -004 009 001 0.15

Excess Kunosis

Model M1 019 000 -021 0.19 008 -003 -032 -013 -022 0.21 0.14  -0.08
Model M2 007 011 -014 019 013 000 -024 -007 -041 021 -001 -0.14
Model M3 003 007 -021 0.15 003 -005 -0.18 -0.10 -0.38 0.19 -009 -0.14
Model M4 012 027 024 -0.01 0.05 022 -0.01 0.18 -001 -0.15 006 -0.15
Model M5 001 -016 0.18 -003 -0.16 -0.12 0.16 0.16 -020 -005 009 -0.13
Model M6 031 -001 -0.11 001 -009 -000 -003 -018 -005 -0.17 027 -0.00

Jarque-Bera y? (2) Statistic

Model M1 1450 021 1.80 1.94 0.30 0.45 5.38 0.93 240 232 1.30 0.72
Model M2 460 073 0.87 1.77 122 0.82 243 0.61 725 2.10 0.35 1.01
Model M3 884 020 240 2.11 0.78 1.16 1.91 044 633 3.38 076 091
Model M4 1.33 7.63 2.39 1.97 6.60 13.40 0.03 2.27 0.80 1.33 593 6.96
Model M5 280 253 3.02 8.45 1.47 3.12 236 4.16 1.97 665 1736 3.86
Model M6 4.26 0.99 1.50 0.88 2.01 1.10 4.34 1.81 0.37 2.65 296 3.4

Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indices.
Model M6: AR(1) of the nominal trade account.
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Table C.4
Further Statistical Properties of the Stochastic Trade Account Forecasts
s-step Ahead, Asymptotic Formula

Forecast Period

1985 1986 1987
Q1 2 &3 U4 Qa Q@ B3 @ qQ @ Q

Q4

Historical Trade Account

(billion "JS$)

99.5 -119.8 -1248 -1445 -141.7 -1354 -1469 -154.1 -159.5 -158.2 -158.7 -164.8

Skewne:s

Model M1 -0.28 002 002 -004 0.03 005 -007 -004 -001 -022 0.00
Model M2 0.16  0.04 0.08 -003 -006 -0.05 0.04 -0.06 0.08 -0.13 0.07
Model M3 -023  -0.03 006 -013 -008 -0.03 0.03 0.02 0.01  -0.15 0.02
Model M4 007 012 004 017 -020 -016 -001 -008 -001 -001 -0.17
Modlel M5 013 003 004 -022 -010 016 -0.13 -022 020 -027 -027
Model M6 0.05 0.09 0.04 0.02 -004 005 -001 0.02 -0.01 0.05 0.07

Excess Kurtosis

Model M1 0.19 004 010 016 017 0.01 -0.21 032 -0.11 0.06 0.39
Moclel M2 007 004 009 0.11 0.08 -0.10 -031 025 013 0.05 0.31
Mocel M3 003 -008 -002 005 002 007 -016 016 -0.15 -0.03 0.11
Mocel M4 012 027 022 018 009 -004 -0.14 0.1 -010 -004 -0.02
Mocel M5 0.01 0.06 -0.02 005 -012 -012 0.2 0.15 0.10  0.15 0.39
Model M6 031 -010 020 -004 007 001 -008 -010 -000 -0.10 -0.13

Jarque-Bera ¥ (2) Statistic

Modcl M1 1450  0.12 0.50 1.33 139 047 253 4.64 0.47 8.12 6.49
Model M2 460 029 1.39 072  0.89 090 422 3.20 1.71 2.89 4.81
Modz] M3 8.84 046 054 280 1.17 031 1.25 1.22 1.01 396 051
Mod:l M4 1.33 528 239 6.17 697 444 082 1.48 042 007 495
Mod:l M5 280 025 026 8.27 2.25 514 330 877 698 1323 18.49
Mod:l M6 4.26 1.73 1.85 013 0.55 0.44 0.27 047  0.03 0.77 1.55

-0.05
0.09
0.11

-0.17

-0.21
0.08

-0.17
-0.12
-0.13
-0.13

0.10
-0.30

1.63
1.88
2.66
5.48
8.03
4.69

Nctes: Model MI1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilatcral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indices.
Model M6: AR(1) of the nominal trade account.
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Table

C5

Forecast Period

Summary Measures of

Forecast Performance

1985 1986 1987
Q1 Q2 Q3 Q4 Ql Q2 Q3 Q4 Q1 Q2 Q3 Q4 MAE RMSFE = ™
Historical Trade Account
(billion USS)
-99.5 -119.8 -1248 -1445 -141.7 -1354 -1469 -154.1 -159.5 -158.2 -158.7 -164.8
Mean Forecast Error
(billion USS)
Model M1 21.1 -4.4 -0.8 -3.6 1.8 98 -260 -270 -21.1 -269 197 -29.2 159 19.1 256 -3.2
Model M2 224 -1.0 22 0.4 1.7 99 278 275 -197 248 -135 216 144 178 285 -29
Model M3 23.1 -1.6 6.0 29 02 -136 238 -177 -128 -11.8 57 -4.8 103 129 127 -12
Model M4 -162 -33.4 3.6 03 194 230 243 -35 248 106 101 8.3 148 17.8 108 038
Model M5 235 -177 1.7 -306 31 -123 0 332 -246 209 -153 325 496 221 256 435 45
Model M6 23.0 -153 09 -129 10.1 13.0 -4.4 -0.1 25 8.9 15 1.7 84 107 213 1.2
Estimated Standard Error of the Mean Forecast Error
(billion USS)
Model M1 122 115 11.7 11.4 12.0 12.0 12.4 12.8 13.4 13.8 14.4 15.1
Model M2 11.5 11.0 11.1 109 11.1 10.9 11.0 11.6 12.1 12.8 134 14.1
Model M3 129 122 12.3 12.4 127 123 12.5 127 137 14.3 149 15.8
Model M4 16.1 173 17.4 18.0 19.5 18.9 19.6 18.9 20.8 20.8 20.5 219
Model M5 12.8 12.7 12.6 12.1 133 13.1 12.7 132 13.9 14.2 14.5 14.2
Model M6 8.1 8.0 17 19 8.0 7.9 8.0 8.0 15 1.1 8.0 79
Forecast Error "t” ratio
Model M1 1.7 -0.4 -0.1 -0.3 0.1 -0.8 -2.1 -2.1 -1.6 -1.9 -1.4 -1.9
Model M2 1.9 -0.1 0.2 -0.0 0.2 -0.9 -2.5 -24 -1.6 -1.9 -1.0 -1.5
Model M3 1.8 -0.1 05 0.2 0.0 -1.1 -1.9 -1.4 -0.9 -0.8 0.4 03
Model M4 -1.0 -1.9 -0.2 -0.0 1.0 1.2 1.2 -0.2 1.2 0.5 0.5 0.4
Model M5 1.8 -1.4 0.1 =25 -0.2 -0.9 -2.6 -19 -1.5 -1.1 23 -3.5
Model M6 28 -1.9 0.1 -1.6 1.3 1.7 -0.5 -0.0 0.3 1.2 0.9 0.2
Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indiccs.
Model M6: AR(1) of the nominal trade account.
MAE: Mean absolute error.
RMSFE:  Root mean-square forecast error.
T The % (12) statistic testing against predictive failure. Its 5% and 10% levels are 21.0 and 18.5.
T The t-statistic testing against non-zero mean forecast error.
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Table C.6

s-step Ahead, Asymptotic Formula

Forecast Period

Summary Measures of

Forecast Performance

1985 1986 1987
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 MAE RMSFE = T*
Historical Trade Account
(billion USS)
-99.5  -119.8 -124.8 -1445 -141.7 -1354 -1469 -154.1 -159.5 -158.2 -158.7 -164.8
Mean Forecast Error
(billion USS)
Model M1 21.: 6.3 5.0 1.9 5.0 53 237 369 412 -51.8 524  -652 263 340 264 -30
Model M2 22.4 11.1 11.4 9.1 7.6 -54 257 -388 -41.0 -488 447 -55.1 268 319 274 -26
Model M3 23.1 13.2 135 10.2 50 -148 -340 419 -416 -441 322 374 259 292 158 -1.8
Model M4 -16.2  -37.2  -16.5 -5.6 7.4 29.5 27.5 0.0 12.7 -4.8 7.1 -103 146 182 9.0 -0S5
Model M5 23.5 6.5 04 -258 -328 -37.1 -574 -743 -89 -90.1 906 940 516 614 135 -2.0
Model M6 23.0 8.7 10.0 2.5 7.6 20.9 17.5 18.1 21.4 31.2 40.1 43.6 204 238 213 12
Estimated Standard Error of the Mean Forecast Error
(billion USS)
Model M1 12.2 13.2 13.4 13.6 13.8 14.3 14.6 149 16.0 16.6 17.3 18.0
Model M2 11.5 12.3 12.4 12.8 12.7 12.8 13.2 13.6 14.7 155 16.7 17.1
Model M3 129 14.5 15.2 16.5 16.5 15.5 16.0 16.6 18.8 19.3 20.2 21.3
Model M4 16.1 17.3 17.8 19.1 204 21.1 213 21.1 224 23.1 227 23.8
Model M5 12.8 19.2 21.8 23.8 27.0 329 37.8 419 433 450 472 48.4
Model M6 8.1 11.7 145 16.7 19.4 22.1 242 26.6 28.4 30.7 33.1 35.4
Forecast Error "t" ratio
Model M1 1.7 0.5 0.4 0.1 04 -0.4 -1.6 25 -2.6 -3.1 -3.0 -3.6
Model M2 19 09 0.9 0.7 0.6 -04 2.0 2.8 2.8 32 2.7 -32
Model M3 1.3 0.9 0.9 0.6 0.3 -1.0 2.1 2.5 -2.2 23 -1.6 -1.8
Model M4 -1.0 2.2 -0.9 -0.3 0.4 1.4 13 0.0 0.6 -0.2 0.3 -0.4
Model M5 1.3 0.3 0.0 -1.1 -12 -1.1 -1.5 -1.8 -2.0 2.0 -1.9 -1.9
Model M6 2.3 0.7 0.7 -0.1 0.4 0.9 0.7 0.7 0.8 1.0 12 1.2
Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indices.
Model M6: AR(1) of the nominal trade account.
MAE: Mean absolute error.
RMSFE:  Root mean-squarc forecast error.

‘T
‘t*:

The ¥ (12) statistic Lesting against predictive failure. Tts 5% and 10% levels are 21.0 and 18.5.

The t-statistic testing against non-zcro mean forecast error.
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Figure C.2: 95 % Confidence Intervals For Trade-account Forecasts

One-step ahead, Asymptotic formula
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s-step ahead, Asymptotic formula
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Forecast-encompassing Test Statistics for Alternative Trade-account Models

One-step Ahead, Asymptotic Formula

Pairwise Forecast-encompassing Test Statistics (F values)

Multiple-model (V1 #h)

Forecast-encompassing Test Statistics

Encompassing Model To Be Encompassed (2)
Model (h) Null Hypothesis df. Mi M2 M3 M4 M5 M6 Null Hypothesis df. F value
M1 HO: KF.ZO; K0=0 1,11 5.9 6.1 6.9 11.0 2 8.4 HO: VKF. =0, K0=0 5,7 8.1
HO: )c9.=0 1,10 0.2 1.9 11.8 0.2 7.7 HO: VK! =0 56 8.8
HO: Xy :KO:O 2,10 2.8 4.1 11.7 2.9 8.6 HO: VKI :KO:O 6,6 11.8
M2 Hy: %, =0; k=0 L1 45 4.4 49 8.4 4.6 6.2 H: Vi, =05 k=0 5,7 6.5
Hy: x, =0 1,10 0.1 0.9 13.0 0.3 72 Hy: v, =0 5.6 75
IIO: X, =K,=0 2,10 20 2.6 11.1 22 7.0 HO: Vi, =x,=0 6,6 9.1
M3 Hy: k=0, x5=0 111 1.2 1.1 1.2 2.7 1.3 1.7 Hy: VK, =0; xg=0 5.7 3.8
Hy: Xy =0 1,10 00 0.3 7.4 0.1 2.4 Hy: Vi, =0 5.6 6.1
HO: KIZKOZO 210 06 07 4.6 0.6 19 Hy: Vi, =x,=0 6,6 5.7
M4 HO Ky =0; KOEO 1,11 0.6 0.6 0.6 0.4 0.7 1.0 HO: VKI =0; KO?O 57 2.4
Hyy: X, = 1,10 53 2.6 1.7 4.0 14.4 Hy: vk, =0 5,6 5.7
Hy: X =x=0 2,10 29 1.6 1.1 23 7.6 Hy: Vi, =x,=0 6,6 5.0
M5 HO: x,=0; xp=0 L1 9.2 9.5 10.5 14.1 8.6 10.7 HO: vk, =0; xp=0 5,7 7.7
Hy: %, =0 1,10 1.0 1.5 39 6.5 2.7 Ho: Vi, =0 5,6 4.7
HO: K":KO:O 2,10 4.8 52 7.4 9.7 6.3 HO: VK1=KO=0 6.6 7.7
M6 Hy: %, =0; xp=0  L11 0.7 0.7 0.7 0.7 1.0 0.7 Hy: Vi, =0; x3=0 5,7 0.9
Hy:x, =0 LI0 0.1 0.0 0.0 0.1 53 Hy: VK!:O 5,6 0.9
HO: KIZKOIO 2,10 04 03 03 03 3.1 HO: VKIZKOIO 6,6 0.8

Notes: a. The 5% critical values for the F statistics are F(1,11)=4.84, F(1,10)=4.96, F(2,10)=4.10, F(5,7)=3.97, F(5,6)=4.39, F(6,6)=4.28.

b. The regressions for pairwise and multiple-mode} forecast encompassing are

5(h)

T+s = X0t X

and
5(h)y _

- ~(1)
Tes = X0 % Zgah X PTeg

=(1)
M Ts

respectively, where the £ th model(s) is (are) being encompassed by the h th model (the encompassing model). Each regression uses

GLS, i.e., premultiplying each equation by [5(h)]‘ 12 in order to account for the autocorrelation and heteroscedasticity of the

dependent variable Ve

c. The diagonal elements in the block of pairwise forecast-encompassing test statistics are statistics testing k =0 with Ky -0.

F
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Table C.8
Forecast-encompassing Test Statistics for Alternative Trade-account Models
s-step Ahead, Asymptotic Formula

. Multiple-model (V£ zh)
Pairwise Forecast-encompassing Test Statistics (F values)

Forecast-encompassing Test Statistics

Encompassing Model To Be Encompassed (1)
Model (h) Null Hypothesis df. Ml M2 M3 M4 M5 M6 Null Hypothesis d.f. F value

Ml HO: x,=0; LY 1,11 1.7 1.1 1.3 3.8 03 42 Hy: vk, =0; xo=0 5,7 15.0
Hy: x, =0 1,10 29 0.7 5.0 39.2 90.6 HO: vk, =0 5,6 14.8
Hy: K, =Kk=0 2,10 25 1.2 3.7 235 53.2 HO: v, =x5=0 6,6 14.5

M2 HO: x, =0; K0=0 1,11 0.6 1.1 0.7 2.9 0.1 29 Hy: vk, =0; x,=0 5.7 16.3
HO: x, =0 1,10 55 1.8 6.2 60.6 703 HO: vx, =0 56 14.0
HO: KI=K0=0 2,10 35 1.5 39 339 39.3 HO: VK1=K0:O 6,6 12.9

M3 HO: X =0, K0e0 1,11 0.0 0.0 0.2 1.8 0.1 1.2 HO: VK! =0; X0 -0 5,7 8.6
Hy: K[=O 1,10 27 32 94 429 259 HO: VK, =0 5,6 75
HO: Kl=l(0=0 2,10 1.5 1.7 4.9 220 13.3 HO: VK’.:K():O 6,6 6.4

M4 Hy: x,=0; x=0 1,11 0.6 0.7 0.9 0.8 1.4 0.5 HO: Vi =0; x9=0 57 4.0
HO: x,=0 1,10 04 0.0 0.6 2.1 1.1 Hy: v, =0 56 33
HO: K‘1=K0=0 2,10 0.5 0.4 0.7 1.5 0.9 HO: Vxlzxozo 6,6 3.1

M5 HO: X l:0; KOEO 1,11 0.4 0.3 0.2 0.0 0.6 0.1 HO: Vi, =0; K0:-0 5,7 2.
Hy k=0 1,10 1.1 2.0 29 9.4 49.2 Hy: vk, =0 5,6 15.6
HO: K‘L=K0=O 2,10 0.8 13 1.8 2 26.1 HO: VK1=K0=0 6,6 13.8

M6 Hy: %, =0; xo=0 1,11 2.3 2.0 1.9 1.9 4.0 5.3 HO: V¥, =0, =0 57 2.0
HO: x, =0 1,10 104 102 6.1 0.4 1.3 HO: vy =0 5,6 15
Ho: K‘H’=K0=0 2,10 10.1 9.9 6.9 2.7 33 HO: VK£=K0=0 6,6 23

Notes:  a. The 5% critical values for the F statistics are F(1,11)=4.84, F(1,10)=4.96, F(2,10)=4.10, F(5,7)=3.97, F(5,6)=4.39, F(6,6)=4.28.

b. The regressions for pairwise and multiple-model forecast encompassing are

S(h) _ ~(1)
YT+s = Ko t Kgphryg

Shy - ~( 1)
YTas T X0 Zgan Kol
respectively, where the £ th model(s) is (are) being encompassed by the h[h model (the encompassing model). Each regression uses

GLS, i.e., premultiplying each equation by [&)Gl)]- 12

and

in order to account for the autocorrelation and heteroscedasticity of the
bl 5
dependent variable Vs -

c. The diagonal eiements in the block of pairwise forecast-encompassing test statistics are statistics testing x 0:0 with x . =0.
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Table C.9
Nonlinearity Biases in Deterministic Forecasts of the U.S. Trade Account
One-step Ahead, Asymptotic Formula

Forecast Period

1985 1986 1987
Ql Q2 Q3 Q4 Q1 Q2 Q3 Q4 Ql Q2 Q3 Q4
Historical Trade Account
(billion USS)
-99.5 -119.8 -1248 -1445 -141.7 -1354 -1469 -154.1 -159.5 -158.2 -158.7 -164.8
Estimated Bias
(billion USS)
Model M1 -0.1 -0.0 -0.0 -0.1 -0.1 -0.0 -0.0 -0.0 -0.1 -0.0 -0.1 -0.0
Model M2 -0.0 -0.0 -0.0 -0.0 -0.0 0.0 0.0 0.0 -0.0 -0.0 -0.0 -0.0
Model M3 -0.1 -0.1 -0.1 -0.1 -0.1 -0.0 -0.0 -0.0 -0.1 -0.1 -0.1 -0.1
Model M4 35 -0.9 -0.8 -4.7 -0.4 -4.8 -2.1 1.6 0.9 8.7 11.0 2
Model M5 -0.2 -0.2 -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2
Model M6 0 0 0 0 0 0 0 0 0 0 0 0
Estimated Standard Error of the Bias
(billion US$)
Model M1 0.009 0.009 0.008 0.008 0.009 0009 0.009 0.009 0.01 0.01 0011 0.012
Model M2 0.009 0.008 0.008 0.008 0.009 0.008 0.009 0009 0.009 001 0.01 0.011
Model M3 0.01 0.01 0.01 0.01 0.011  0.01 0011 0011 0011 0.012 0012 0014
Model M4 0.02  0.024 0023 0024 0.028 0027 0.027 0028 0.027 0027 0.029 0.029
Model MS 0.014 0015 0.013 0013 0.014 0.013 0014 0.014 0015 0015 0015 0016
Model M6 0 0 0 0 0 0 0 0 0 0 0 0
"1" ratio?
Model M1 6.9 5.4 45 6.6 6.6 35 3.4 42 57 4.4 2 42
Model M2 43 3.1 1.1 44 3.7 0.7 1.1 0.3 1.6 0.7 2.1 0.7
Model M3 8.6 7.1 53 82 6.9 34 3.1 3.9 5.8 5.7 7.6 5.6
Model M4 1732 380 336 196.0 137 1763 772 584 326 3181 3813 3146
Modcl MS 11.6 12.3 11.0 10.7 12.7 11.5 113 13.1 12.8 13.4 12.5 113
Model M6 - - - - - - - - - - - -
Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjusiment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indices.
Model M6: AR(1) of the nominal trade account.

a. The "t" ratios are numerically accurate. However, they do not always match the ratios betwe:n the

reported biases and standard crrors because the latier are rounded.
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Table C.10
Nonlinearity Biases in Deterministic Forecasts of the U.S. Trade Account
s-step Ahead, Asymptotic Formula

l‘orecast Period

1985 1986 1987
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4

Historical Trade Account
(billion USS)

-99.5 -119.8 -124.8 -144.5 -141.7 -1354 -146.9 -154.1 -159.5 -158.2 -158.7 -164.8
Estimated Bizs

(billion USS)

Model M1 -0.1 -0.1 -0.0 -0.0 -0.0 -0.0 0.0 0.0 0.0 0.0 0:0 0.0

Model M2 -0.0 -0.0 0.0 0.1 0.1 0.1 02 .2 0.2 0.2 0.2 0.2
Model M3 -0.1 -0.1 -0.1 -0.1 -0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.0
Model M4 35 -0.9 -0.7 -4.3 2 -4.4 -2.2 0.8 -0.5 2 9.7 7.8
Model MS 02 0.4 0.5 -0.3 -0.3 -0.5 -0.8 -1.0 12 12 -4 -15
Model M6 0 0 0 0 0 0 0 0 0 0 0 0

Estimated Standard Error of the Bias

(billion USS)
Model MI 0.009 0011 0011 0012 0011 0013 0013 0013 0014 0015 0015 0.016
Model M2 0.009 0.01 0011 0.012 0012 0013 0015 0015 0017 0017 0018 0019
Model M3 0.01 0.013 0016 0018 0018 0.018 0.02 0.02  0.023 0.023 0025 0.026
Model M4 0.02 0.025 0027 0031 0032 0035 0036 0.035 0035 0.037  0.038 0.041
Model M3 0.014  0.033 0.044 0052 0073 0097 0.123 0.15 0.167 0.187 = 0208 0.22

Model M6 0 0 0 0 0 0 0 0 0 0 0 0
"1 ratio?

Model M 6.9 5.1 2.0 1.4 22 0.2 1.4 1.4 1.8 0.9 1.7 1.6

Model M2 4.3 0.6 3.6 4.3 4.7 8.9 10.7 11.8 12.3 10.7 9.6 9.6

Model M3 8.6 7.0 4.5 4.6 3.0 3.8 6.1 5.6 4.2 2.9 2.3 1.6

Model M4 173.2 36.6 273 1415 6.4 1246 60.1 22.7 129 1913 2549 1884
Model M4 11.6 13.2 10.3 6.5 3.8 5.1 6.6 6.8 7.0 6.3 6.5 6.6
Model M6 - - - . . _

Notes: Model M1: Helkic and Hooper (1988).
Model M2: Modet M1 by ITML.
Model M3: Model M1 by FIML, with parntial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and cxport volumes and price indices.
Model M6: AR(1) of the nominal trade account.
a. The "t" ratios arc numerically accurate. However, they do not always match the ratios between the

reported biases and standard crrors because the latter are rounded.
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Appendix D: Efficiency Gains from the Use of Antithetic Variates

The efficiency gain from the use of antithetic variates in estimating the nonlinearity bias of
the deterministic forecasts is easily measured as the ratio of the estimated variance of TJT 4 (the
"naive” mean forecast) to the estimated variance of —“’T s (the mean forecast using antithetic

variates). From (16)-(18), the naive mean forecast and its estimated variance are:

(D) L = 2k NXk,T+S/K K
~ o~ _ ~ 2
(D2) Vdr(“T+s) - [Zk(NXk,T+s ) ”T+s) /KK
)
- 0.T+s/K ’

where NXk Tes i1s the kth replication of the forecast of the trade account in period T+s. From

Section 5, the mean forecast using antithetic variates and its estimated variance are:

- +
(D3) hpy = 2 (NXy g+ NX g V2K
(ﬁT+s * ﬁ¥+s)/ Z
ar(i - + 7 2
BH varip,) = IDUANXy g+ NX /2 - g, O /KK

where NX;:’T s is the kth replication of the forecast of the trade account in period T+s, using the
negative of the random numbers drawn to construct NXk,T e The efficiency gain is the ratio of
(D2) to (D4), i.e., the reduction in variance obtained by antithetic variates. Conversely, the
efficiency gain represents the "x-fold" number of replications K that would be required to obtain
a naive mean forecast with the same variance as that of the mean forecast using antithetic
variates.

Table D.1 presents the estimated efficiency gains fof both one-step and s-step ahead
forecasts. For models M1-M4, the efficiency gains range from around 20 to over 2000. In those
instances with very high efficiency gains, a single replication with antithetic variates would have

produced a mean forecast with a smaller variance than that of the "naive" mean forecast obtained



Table D.1
Efficiency Gains from Antithetic Variates

51a

In Estimating the Nonlinearity Bias of Deterministic Forecasts

Forecast Period

1985 1986 1987
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Ql Q2 Q3 Q4
Model M1l
1-period: Asymptotic 1783 1821 2049 1890 1905 1886 1771 1875 1819 1827 1828 1716
Approximate 109 92 83 72 64 53 53 50 52 54 50 46
s-period: Asymptotic 1783 1526 1379 1268 1469 1286 1234 1392 1340 1235 1290 1319
Approximate 109 59 42 38 36 31 31 34 39 43 44 S1
Model M2
1-period: Asymptotic 1833 1938 2002 1880 1627 1672 1561 1835 1801 1769 1791 1606
Approximate 127 112 86 81 74 64 64 58 55 52 47 46
s-period: Asymptotic 1833 1538 1225 1076 1078 914 770 790 759 818 842 772
Approximate 127 70 51 49 45 36 36 33 39 42 48 53
Model M3
1-period: Asymptotic 1546 1564 1603 1547 1417 1398 1298 1447 1508 1477 1549 1353
Approximate 724 689 697 660 589 565 490 545 551 527 544 465
s-period: Asymptotic 1546 1238 930 815 807 22 640 702 677 686 676 658
Approximate 724 169 103 75 58 47 42 37 37 32 31 29
Model M«
1-period: Asymptotic 651 515 555 574 501 485 531 473 571 580 505 555
Approximate 217 183 179 196 166 125 133 129 145 125 124 108
s-period: Asymptotic 651 484 444 391 402 360 350 361 403 382 356 33
Approximate 217 91 66 58 49 37 34 30 32 2 26 23
Model M5
1-period: Asymptotic 880 715 870 802 889 939 774 906 889 860 893 830
Approximate 631 592 557 513 549 519 539 413 332 414 395 347
s-peniod: Asymptotic 880 341 251 208 138 115 95 78 67 58 51 48
Approximate 631 39 15 10 8 8 8 7 6 5 5 4
Model M6
1-peniod: Asymptotic o o oo oo oo oo oo oo il I oo oo
Approximate oo oo oo oo oo oo o oo oo oo oo oo
s-period: Asymptotic oo o oo oo oo o oo oo oo oo oo
Approximate ~ 1750 460 210 125 82 56 41 31 25 20 17
Notes: Model M1: Helkie and Hooper (1988).
Model M2: Model M1 by FIML.
Model M3: Model M1 by FIML, with partial adjustment, without non-price rationing.
Model M4: Bilateral trade model by FIML.
Model M5: VAR(4) of import and export volumes and price indices.
Model M6: AR(1) of the nominal trade account.
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from the 1000 replications in our simulation study. Conversely, some of the mean forecasts in
Section 5 obtained with antithetic variates have a smaller variance than that of a naive mean
forecast using two million replications.

The efficiency gains for the VAR (MS5) typically are between 100 and 1000, but drop to as
low as 4 for s-step ahead forecast with the approximate formula.

For model M6, the estimated gains for s-period ahead forecasts (s>1) with the approximate
formula range from 17 to almost 2000. For this model, efficiency gains are infinite for all s-step
ahead forecasts with the asymptotic formula and for all one-step ahead forecasts with either
formula because these forecasts are linear in the terms simulated. This has the following
explanation.

In linear models, the one-step ahead forecast is linear in the parameters (and so in ?;k) and
not a function of the disturbances, so a single replication provides a completely accurate estimate
of the expected outcome, i.e., of the expectation M ras in (27). Specifically, suppose that the model
is ytzxt’e+ut with a symmetrically distributed estimator of 6 denoted /é and that the one-step
forecast of YT41 1s x:r +18. Then /E\)+/1lck and 6-/1\“Ck are equally likely to occur. The two resulting
forecasts are x:r +1(/E\)+ll\“f;k) and X’i‘ +l(l6\)-/1\“ Z;k), whose average is x:r +1/(\9. This is the average for any
and all { K drawn, so the expectation in (27) is XT +1/é. Here, the gains from antithetic variates are
infinite, since no replications were actually necessary to find the exact forecast. See Hendry and
Trivedi (1972, p. 120, footnote 4) on the similar situation of the bias of OLS with fixed
regressors.

With s-step ahead forecasts from (possibly nonlinear) dynamic models, antithetic variates
reduce or eliminate the Monte Carlo variation from the weighted sum of future disturbances, and
reduce the variation from coefficient uncertainty (which is nonlinear in the estimated
coefficients). Equation (33) in the text partitions these two components clearly. Because (33)
arises from a linear model, antithetic variates would eliminate the variation from the weighted

sum of future shocks.
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Mean forecasts using antithetic variates often result in markedly improved estimates of the
nonlinearity bias from deterministic forecasts, requiring virtually no additional programming and
(at most) twice the computational time. Indeed, little justification remains for using naive Monte
Carlo rather than antithetic variates, in so far as estimating that bias is concerned. Antithetic
variates as a technique is applicable to calculating the deterministic bias arising either from non-
zero future disturbances only ("asymptotic") or from non-zero future disturbances and coefficient
uncertainty ("approximate”). This paper appears to be the first analyzing the bias from both
sources bv means of antithetic variates.

The precise gain from antithetic variates depends upon the forecast period, the nonlinearity
of the process, and whether the asymptotic or approximate formula is used. However, the large
gains in Table D.1 are in line with other authors' results; cf. Calzolari (1979) and Fisher and
Salmon (1986). Interestingly, efficiency gains for the nonlinearity bias of deterministic forecasts
can be substantial for purely dynamic processes: that contrasts with the zero incremental gains
from antithetic variates when measuring biases in the estimation of parameters from linear
autoregressive processes.

Antithetic variates probably would obtain only small gains for estimates of forecast
variances (Section 3.2) because those variances are nearly invariant to the sign of the random
numbers drawn for (12) and (14). For one-step ahead forecasts from a linear model, the forecast

variance is invariant to the sign, in which case the correlation PT4s is unity and no gains accrue.
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Appendix E: Model Listings

This appendix provides a complete, ordered listing of models M1-M6. We use the format
of Edison, Marquez, and Tryon (1987, pp. 152ff). For each model, there are three parts: a list of
identities and stochastic equations, a cross-reference table, and a list of variable definitions. Each
stochastic equation appears with its estimated coefficient values and estimated standard errors
(the latter in parentheses). The equation comment line gives the equation number, the name of
the associated left-hand-side variable, a short description of the variable, and its units. The cross-
reference table lists the numbers of all equations in which each variable of the model appears.
The variable definitions are alphabetical with short descriptions; and exogenous variables have
the keyword "EXOG", while endogenous variables are shown with the number of the
corresponding equation.

With minor exceptions, variable names follow certain conventions. The first letter
indicates the country:

C Canada

E United Kingdom
G West Germany
J Japan

U United States

I Rest of OECD countries
L LDCs
0] OPEC

Z Rest-of-World ("ROW").
The middle portion of the name describes the variable, with the meaning of the letters usually
proceeding from the general to the specific. For example, JGNPPOT is Japanese potential
output. The last letter(s) of a variable name sometimes indicates the units or basis of

measurement. Two common codes are:
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\Y% nominal value
D measured in U.S. dollars.
Bilateral trade flows are an exception to the initial letter rule and follow these formats instead:
XijV  exports from country i to country j, in current U.S. dollars
MijV  imports by country i from country j, in current U.S. dollars.

As indicated in note b of Table 3, the starting date of the estimation sample for model M1
is not uniform across equations. The exact starting dates are 1962Q4 for the volume of non-
agricultural exports, 1970Q2 for the volume of agricultural exports, 1975Q2 for the price of non-
agricultural exports, 1973Q2 for the price of agricultural exports, 1969Q2 for the volume of non-
oil imports, 1965Q2 for the volume of oil consumption, 1970Q2 for the price of non-oil imports,
and 1973Q2 for the IFS world commodity price index.

Some of the lag distributions in the structural models are estimated as Almon polynomials.
To facilitate writing the computer routine that perturbs the Almon coefficient estimates, the
models are coded with the transformed variables of the Almon polynomials. Thus, if the

equation of interest is

Yt = Zj ant_j + u
_ . 2
aj = }»0 + J}"l + 12
with }‘0’ iAy»and lzunrestricted, then the model is coded as
_ . .2
Yt = }‘O(Zj Xt-j) + l](zj th_j) + lZ(ZjJ xt-j) +ou.
The term )_',j xt-j in the above equation is coded in TROLL syntax as

SUM(I = lower bound TO upper bound: variable of interest) .
Finally, note that the models are coded with a coefficient BETA multiplying each error
term. When interpreting the model listings below, all BETA coefficients should be treated as
equalling unity, both in estimation and in stochastic simulation. TROLL's internal conventions

for BETA are slightly different but do not affect this interpretation.
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Model M1

1. UFCUFW10: (UFCUFW10) G-10 FOREIGN COUNTRY CAPACITY UTILIZATION

UFCUFW10 = 100 * UFGNPG10/UFGNPP

2. UXGNAV: (UXGNAV) NON-AGRICULTURAL EXPORTS (BIL $ - AR)

UXGNAV = UXGNA * UPXNAG/100

3. UXGAV: (UXGAV) AGRICULTURAL EXPORT (BIL § - AR)

UXGAV = UXGA * UPXGAUV/100

4. UXG: (UXG) TOTAL EXPORT VOLUME (BIL 82$ - AR)

UXG = UXGA + UXGNA

5. UXGV: (UXGV) TOTAL EXPORT VALUE (BIL § - AR)

UXGV = UXGAV + UXGNAV

6. UMQFLNSD: (UMQFLNSD) OIL IMPORTS (MB/D - NSA - DOE)

UMQFLNSD = UFLCNS - UFLQLUNS - UFLUCQNS + UXQFLNS + UFLSCNS

7. UMQFLNSI: (UMQFLNSI) OIL IMPORTS (MB/D - NSA - Ia)

UMQFLNSI = UMQFLNSD + UDICONV

8. UMQOGFL: (UMQGFL) OIL IMPORTS (MB/D ~ sSa - 1Ia)

UMQGFL = UMQFLNSI/UMQFLSF

9. UMGFLV: (UMGFLV) OIL IMPORTS (BIL $ - AR)

UMGFLV = UMQGFL * 0.365 * UPMGFLUV + UMGFLV_ERR

10. UMGFL: (UMGFL) VOLUME OF OIL IMPORTS (BIL 82$ - AR)

UMGFL = 100 * UMGFLV/UPMGFL

11. UMG: (UMG) TOTAL IMPORTS (BIL 82$ - AR)

UMG = UMGFL + UMGNFL



12.

13.

14.

15.

l6.

UMGNFLV:
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(UMGNFLV) NON-OIL IMPORTS (BIL $)

UMGNFLV = UMGNFL * UPMGNFL/100

UMGV : (UMGV, TOTAL MERCHANDISE IMPORTS (BIL $§ - AR)

UMGV = UMGFLV + UMGNFLV
UGBAL: (UGBAL) TRADE BALANCE (BIL $ - AR)
UGBAL = UXGV - UMGV
UXGNA: (UXGNA) NON-AGRICULTURAL EXPORTS (BIL 82$ - AR)
LOG (UXGNA) = =7.19621 + .798307 * LOG(DSXN) + 2.23642 * LOG(UFGNPXWN) + .657799 *
(4.15) (.1) (.36) (.08)
SUM(J = - 8 TO = 1 : ((J/9)**2 - (-J)/9) * LOG(UFEGTSW1(J) * UPXNAG(J)/UFPGTSW1 (J)))
+ 1.46698 * LOG(URFSUP(-1)) + .630508 * (LOG(UXGNA(-1)) - ( =-7.19621
(.53) (.63) (4.15)
+ .798307 * LOG(DSXN(-1)) + 2.23642 * LOG(UFGNPXWN({(-1)) + .657799 *
(.1 (.36) (.08)
SUM(J = - 8 TO -1
((J/9)**2 = (=J)/9) * LOG(UFEGTSW1(J - 1) * UPXNAG(J - 1)/UFPGTSW1(J - 1)))
+ 1.16698 * LOG(URFSUP(-2)))) + BETA * UXGNA ERR
(.53)
UXGA: (UXGA) AGRICULTURAL EXPORTS (STOCHASTIC EQN. - BIL 82$ - AR)
LOG (UXGA) = 4.53405 + 1.11547 * LOG(UFGNPXWA) - .322133 *
(1.44) (.1 (.06)
SUM(J = = 8 TO = 1 : ((J/9)**2 = (=J)/9) * LOG(1l00 * UPXGAUV(J - 1)/UFCPI(J - 1)))
+ .563679 * SUM(J = - 8 TO -1
(.1)
((J/9)**2 - (=J)/9) * LOG(100 * UPXGAUV(J)/(UFPCFW10(J)/UFEFW10(J)}))
+ .863347 * LOG(DSXN) + .282264 * (LOG(UXGA(-1)) - ( 4.53405
(.31) (.13) (1.44)
+ 1.11547 * LOG(UFGNPXWA(-1)) - .322133 *
(.1) (.06)
SUM(J = = 8 TO - 1 : ((J/9)**2 - (-J)/9) * LOG(100 * UPXGAUV(J - 2)/UPCFI(J - 2)))
+ .563679 * SUM(J = -8 TO -1
(.1)
((J/9)**2 - (-J)/9) * LOG(100 * UPXGAUV(J - 1)/ (UFPCFW10(J -~ 1)/UFEFW10(J - 1 ))))
+ .863347 * LOG(DSXN(-1)))) + BETA * UXGA_ERR

(.31)
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17. UPXNAG: (UPXNAG) NON-AG EXPORT PRICE DEFLATOR (1982 = 100)

LOG (UPXNAG) = .365941 + .922437 * LOG(UPWPIXW) + .129409 * LOG (UFPWTSW1 (~1) /UFEGTSW1 (-1))
(.15) (.03) (.03)
+ .597982 * (LOG(UPXNAG(-1)) -~ ( .365941 + .922437 * LOG (UPWPIXW (-1))
(.1) (.15) (.03)

+ .129409 * LOG(UFPWTSW1(-2) /UFEGTSW1(-2)))) + BETA * UPXNAG_ERR
(.03)

18. UPXGAUV: (UPXGAUV) AGRICULTURAL EXPORT PRICE DEFLATOR (REDUCED FORM EQUATION - 1982 = 100)

LOG (UPXGAUV) = .249389 + .335458 * LOG(ICGNP) =~ .100063 * LOG(UFEFW10)
(.41) (.14) (.05)
- .000425 * DEL(URTBILL - (100 * UPXGAUV (-1) /UPXGAUV(-5) - 100))
(.001)

+ .714022 * LOG(UPXGAUV(-1)) + .085199 * DUM741 + BETA * UPXGAUV_ERR
(.07) (.04)

19. UMGNFL: (UMGNFL) NON-OIL IMPORTS (BIL 82$ - AR)

LOG (UMGNFL) = =-2.31585 -~ .320308 * LOG(UFCUFW10(-1)/UCU(-1)) + .800259 * LOG (DSMN)
(4.78) (.21) (.14)

+ 1.13933 * LOG(UGNPRS) + .936849 * LOG(UGNPRS(-1)) - .836369 * LOG (URFSUP (-1))

(.4) (.41) (.39)
- .549388 * SUM(J = -8 TO -1

(.13)

(1 - (=3)/9) * LOG(100 * TR(J + 1) * UPMGNFL(J + 1) /UPGNP(J + 1))) - 728282 *
(.36)

SUM(J = -8 TO =-1

((3/9)**2 - (=J)/9) * LOG(100 * TR(J + 1) * UPMGNFL(J + 1) /UPGNP(J + 1))

+ .467085 * (LOG(UMGNFL(-1)) - ( =-2.31585 - .320308 * LOG (UFCUFW10(-2) /UCU |-2))
(.12) (4.78) (.21)

+ .800259 * LOG(DSMN(-1)) + 1.13933 * LOG(UGNPRS(-1)) + .936849 * LOG(UGNPRS(-2))

(.14) (.4) (.41)
~ .836369 * LOG(URFSUP(-2)) - .549388 *

(.39) (.13)

SUM(J = -8 TO =1 : (L - (-J)/9) * LOG(100 * TR(J) * UPMGNFL (J) /UPGNP (J) ) )

- .728282 * SUM(J = -8 TO -1

(.36)

((3/9)**2 - (-J)/9) * LOG(100 * TR(J) * UPMGNFL (J) /UPGNP(J))))) + BETA * UMGNFL_ERR



59

20. UFLCNS: (UFLCNS) DOMESTIC PETROLEUM CONSUMPTION (MB/D )
LOG (UFLCNE) = -2.28826 + 1.07697 * LOG(UGNPRS)
(2.6) (.19)

- .Cl7648 * SUM(J = - 60 TO -1 : LOG(URPL(J + 1)))
(.C1)

+ .C23535 * sUM(J = -60 TO -1 : (-J)/61 * LOG(URPL(J + 1)))
(.C5)

- .029129 * sUM(J = - 60 TO -1 : (J/6l)**2 * LOG(URPL(J + 1))) + .034909 * Q1
(.07 (.01)

- .C71714 * Q2 - ,070625 * Q3 - .074603 * EMBARG + .389459 * (LOG(UFLCNS(-1)) -
(.C1) (.01) (.023) (.11)

( -2.28826 + 1.07697 * LOG(UGNPRS(-1))
(2.6) (.19)

- .Cl7648 * SUM(J = - 60 TO - 1 : LOG(URPL(J)))
(.C1)

+ .C23535 * SUM(J = - 60 TO -1 : (~-J)/61 * LOG(URPL(J)))
(.C5)

- .C29129 * sUM(J = - 60 TO -1 : (J/6l)**2 * LOG(URPL(J))) + .034909 * Qi(-1)
(.C7 (.0L)

- .C71714 * Q2(-1) - .070625 * Q3(-1) - .074603 * EMBARG(-1))) + BETA * UFLCNS_ERR

(.CL (.01) (.03)



21. PIFSCOM:
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(PIFSCOM) IFS COMMODITY PRICE INDEX SOLUTION (1980 = 100)

LOG (PIFSCOM) = =.199295 + 1.57963 * LOG(ICGNP)
(.9) (.15)
- .15133 * SUM(J = - 8 TO =1 : (1L - (=J)/9) * LOG(UFEFW10(J + 1)))
.13)
- .026643 * SUM(J = -8 TO =1 = ((J/9)**2 - (=J)/9) * LOG(UFEFW1O0(J + 1)))
.39)
- .000664 * SUM(J = -8 TO -1
.001)
(1 - (=J3)/9) * DEL(URTBILL(J + 1) - (100 * PIFSCOM(J)/PIFSCOM(J - 4) - 102)))
+ .003468 * SUM(J = - 8 TO -1
.003)
((3/9)**2 - (-J)/9) * DEL(URTBILL(J + 1) - (100 * PIFSCOM(J)/PIFSCOM(J - 1) - 100Q))) .,
+ .283804 * SUM(J = -4 TO -1 : (1 - (-J)/5) * DUMT41A(J + 1))
.23)
- .347372 * SUM(J = -4 TO =1 = ((J3/5)**2 - (-J)/5) * DUMT41A(J + 1))
.84)
+ .423654 * (LOG(PIFSCOM(-1)) - ( =-.199295 + 1.57963 * LOG(ICGNP(-1))
(.12) (.9) (.15)
- .15133 * sUM(J = -8 TO -1 : (1 - (-J)/9) * LOG(UFEFW10(J)))
.13)
- .026643 * SUM(J = =8 TO -1 : ((J/9)**2 - (-J)/9) * LOG(UFEFW10(J))) - .000664 *
(.39) (.001)
SUM(J = -8 TO -1
(1 - (=3)/9) * DEL(URTBILL(J) - (100 * PIFSCOM(J - 1)/PIFSCOM(J - 5) - 100)))
+ .003468 * SUM(J = -8 TO -1
(.003)
((J/9)**2 - (-J)/9) * DEL(URTBILL(J) - (100 * PIFSCOM(J - 1) /PIFSCOM(J - %) - 100)))
+ .283804 * SUM(J = -4 TO -1 : (1 - (-J3)/5) * DUM741A(J)) =~ .347372 *
(.23) (.84)

SUM(J = -4 TO -1 : ((I/5)**2 -~ (-J)/5) * DUM741A(J)))) + BETA * PIFSCOM_ERR
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22. UPMGNFL: (UEMGNFL) NON-OIL IMPORT PRICE DEFLATOR (1982 = 100)

LOG (UPMGNF1,) = 3.81566
(.43)

- .005720 * SUM(J = -4 TO -1 : (1 - (=J)/5) * LOG(UFPWBMW1 (J)))
(.4)

- 1.01442 * SUM(J = -4 TO -1 : ((J/5)**2 - (-J)/5) * LOG(UFPWBMWL1(J)))
(.96)

~ .219132 * SUM(J = - 6 TO -1 : (1 - (-J3)/7) * LOG(UFEBMW1 (J)))
(.22)

+ ,140283 * SUM(J = - 6 TO -1 = ((J/7)y**2 - (-J)/7) * LOG(UFEBMW1(J)))
(.53)

+ .107827 * SUM(J = - 4 TO -1 : (1 - (-3)/5) * LOG(PIFSCOM(J + 1)))
(.07

+ .007543 * SUM(J = -4 TO -1 : ((J/5)**2 - (=-J)/5) * LOG(PIFSCOM(J + 1)))
(.2.)

+ .7%6496 * (LOG(UPMGNFL(-1)) - ( 3.81566

(.13) (.43)

- .005720 * SUM(J = =4 TO -1 : (1 - (-3)/5) * LOG(UFPWBMW1(J - 1)))
(.4)

- 1.01442 * SUM(J = -4 TO -1 : ((J/5)**2 - (-J)/5) * LOG(UFPWBMWL1(J - 1)))
(.96)

-~  .2.9132 * SUM(J = - 6 TO -1 : (1 - (-3)/7) * LOG(UFEBMW1(J - 1)))
(.2.)

+ .140283 * SUM(J = -6 TO -1 : ((J/7)**2 - (=J)/7) * LOG(UFEBMW1(J - 1)))
(.53)

+ .107827 * SUM(J = -4 TO -1 : (1 - (=J3)/5) * LOG(PIFSCOM(J))) + .007543 *
(.07) (.21)

SUM(J = = 4 TO - 1 : ((J/5)**2 - (-J)/5) * LOG(PIFSCOM(J))))) + BETA * UPMGNFL_ERR
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CROS3 REFERENCE LIST OF VARIABLES AND EQUATIONS

VARIABLE | EQUATION NUMBER

BETA 15 16 17 18 19 20 21 22
DSMN 19

DSXN 15 16
DUM741 18

DUM741A 21

EMBARG 20

ICGNP 18 21
PIFSCOM 21 22
PIFSCOM ERR 21

01 - 20

Q2 20

Q3 20

TR 19

Ucu 19

UDICONV 7

UFCUFW10 1 19
UFEBMW1 22

UFEFW10 16 18 21
UFEGTSW1 15 17
UFGNPG10 1

UFGNPP 1

UFGNPXWA 16

UFGNPXWN 15

UFLCNS 6 20
UFLCNS_ERR 20

UFLQLUNS 6

UFLSCNS 6

UFLUCQNS 6

UFPCFW10 16

UFPGTSW1 15

UFPWBMW1 22

UFPWTSW1 17

UGBAL 14

UGNPRS 19 20

UMG 11

UMGFL 10 11
UMGFLV 9 10 13
UMGFLV_ERR 9

UMGNFL 11 12 19
UMGNFL_ERR 19

UMGNFLV 12 13

UMGV 13 14
UMQFLNSD 6 7
UMQFLNSI 7 8
UMQFLSF 8

UMQGFL 8 9
UPCPI 16

UPGNP 19

UPMGFL 10

UPMGFLUV 9

UPMGNFL 12 19 22
UPMGNFL ERR 22

UPWPIXW 17

UPXGAUV 3 16 18
UPXGAUV_ERR 18

UPXNAG 2 15 17
UPXNAG_ERR 17

URFSUP 15 19

URPL 20

URTBILL 18 21

UXG 4

UXGA 3 4 16
UXGA_ERR 16

UXGAV 3 5
UXGNA 2 4 15
UXGNA ERR 15

UXGNAV 2 5

UXGV 5 14
UXQFLNS 6
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ALPHABETICAL LIST OF VARIABLES FOR MODEL

MNEMONIC | EQUATION | DEFINITION
BETA (EXOG) PARAMETER
DSMN (EXOG) DUMMY VARIABLE--DOCK STRIKE ON IMPORTS
DSXN (EXOG) DUMMY VARIABLE--DOCK STRIKE ON EXPORTS
DUM741 (EXOG) DUMMY VARIABLE = 1 IN 74.1 - = O OTHERWISE
DUM741A (EXOG) DUMMY VARIABLE = LOG PERCENT CHANGE IN OIL PRICE DURING PERIODS OF RAPID CHANGE
EMBARG (EXOG) DUMMY VARIABLE FOR ARAB OIL EMBARGO OF 1973 4
ICGNP (EXOG) G-10 (INCLUDING US) GNP (1982 = 100)
PIFSCOM 21 IFS COMMODITY PRICE INDEX (1980 = 100)
PIFSCOM ERR (EXOG) IFS COMMODITY PRICE INDEX RESIDUAL
Q1 (EXOG) QUARTERLY DUMMY--1ST QUARTER
Q2 (EXOG) QUARTERLY DUMMY--2ND QUARTER
Q3 (EXOG) QUARTERLY DUMMY--3RD QUARTER
TR (EXOG) TARIFF RATES
UCU (EXOG) US CAPACITY UTILIZATION (%)
UDICONV (EXOG) DOE-BASED IMPORTS TO IA-BASED IMPORTS CONVERSION FACTOR (MB/D)
UFCUFW10 1 G-10 FOREIGN COUNTRY CAPACITY UTILIZATION
UFEBMW1 (EXOG) G18 EXCHANGE RATE INDEX BILATERAL NON-OIL IMPORT WEIGHTS (1973 Q1 = 100)
UFEFW10 (EXOG) G-10 FOREIGN CURRENCY/US CENTS EXCHANGE RATE INDEX--
TRADE WEIGHTS (MAR 1973 = 1C0)
UFEGTSW1 (EXOG) G18 EXCHANGE RATE INDEX MULTILATERAL TRADE WEIGHTS (1973 Q1 = 100)
UFGNPG10 (EXOG) G-10 FOREIGN GNP--GNP WEIGHTS (1982 = 100)
UFGNPP (EXOG) FOREIGN POTENTIAL OUTPUT (1982 = 100)
UFGNPXWA (EXOG) WORLD FOREIGN GNP-- BILATERAL US AGRICULT. EXPORT WEIGHTS (1982 = 100)
UFGNPXWN (EXOG) WORLD GNP--BILATERAL US NON-AGRICULTURAL EXPORT WEIGHTS (1982 = 100)
UFLCNS 20 OIL CONSUMPTION (MB/D - NSA)
UFLCNS_ERR (EXOG) OIL CONSUMPTION RESIDUAL (MB/D ~ NSA)
UFLQLUNS (EXOG) DOMESTIC PETROLEUM PRODUCTION LESS UNACCOUNTED FOR CRUDE (MB/D)
UFLSCNS (EKOG) OIL STOCKBUILDING (MB/D - NSA)
JEFLUCQNS  (EXOG) DOMESTIC PETROLEUM UNACCOUNTED FOR CRUDE (MB/D)
TFPCFW10 (EXOG) G-10 FOREIGN CONSUMER PRICE INDEX--TRADE WEIGHTS (1982 = 100)
FPGTSW1  (EXOG) G18 CONSUMER PRICE INDEX MULTILATERAL TRADE WEIGHTS (1982 = 100)
UFFWBMW1  (EXOG) G18 WHOLESALE PRICE INDEX BILATERAL NON-CIL IMPORT WEIGHTS (1982 = 100)
UFPWTSW1 (EXOG) G18 WHOLESALE PRICE INDEX MULTILATERAL TRADE WEIGHTS (1982 = 100)
UGBAL 14 TRADE BALANCE (BIL $ - AR)
UGNPRS  (EXOG) CURRENT ASSUMPTION ON REAL GNP BY R AND S (BIL 82$ - AR)
UMG 11 TOTAL IMPORTS (BIL 82$ -~ AR)
UMGFL 10 VOLUME OF OIL IMPORTS (BIL 82$ - AR)
UMGFLV 9 OIL IMPORTS (BIL $ - AR)
UMGFLV_ERR (EXOG) OIL IMPORT RESIDUAL
UMGNFL 19 NON-OIL IMPORT VOLUME (BIL 82$ - AR)
UMGNFL_ERR (EXOG) NON~-OIL IMPORT VOLUME RESIDUAL
UMGNFLV 12 NON-OIL IMPORTS (BIL $ - AR)
UMGV 13 TOTAL MERCHANDISE IMPORTS (BIL $ - AR)
UMQFLNSD 6 OIL IMPORTS (MB/D - NSA - DOE)
UMQFLNSI 7 OIL IMPORTS (MB/D - NSA - IA)
UMQFLSF  (EXOG) OIL IMPORTS (IA) SEASONAL FACTOR
UMQGFL 8 OIL IMPORTS (MB/D - SA - IA)
UPCPI (EXOG) US CONSUMER PRICE INDEX (1967 = 100)
UPGNP  (EXOG) US GNP DEFLATOR (1982 = 100)
UPMGFL (EXOG) NIA PETROLEUM IMPORT PRICE DEFLATOR (1982 = 100)
UPMGFLUV  (EXOG) OIL IMPORT UNIT VALUE (DOLLARS PER BARREL)
UPMGNFL 22 NON-OIL IMPORT PRICE DEFLATOR (1982 = 100)
UPMGNFL_ERR (EXOG) NON-OIL IMPORT PRICE DEFLATCR RESIDUAL
UPWPIXW (EXOG) US PRODUCER PRICE INDEX--EXPORT WEIGHTS (1982 = 100)
UPXGAUV 18 AGRICULTURAL EXPORT PRICE DEFLATOR (1982 = 100)
UPXGAUV_ERR (EXOG) AGRICULTURAL EXPORT PRICE DEFLATOR RESIDUAL
UPXNAG 17 NON-AGRICULTURAL EXPORT PRICE DEFLATOR ( 1982 = 100)
UPXNAG_ERR (EXOG) NON-AGRICULTURAL EXPORT PRICE DEFLATOR RESIDUAL
URFSUP  (EXOG) RELATIVE FOREIGN SUPPLY (1982 = 100) (BIL 825 - AR)
URPL (EXOG) RELATIVE PRICE OF OIL TO GNP DEFLATCR (1982 = 100)
URTBILL (EXOG) RATE ON US 3-MONTH TREASURY BILLS
UXG 4 TOTAL EXPORT VOLUME (BIL 82$ - AR)
UXGA 16 AGRICULTURAL EXPORTS (BIL 82$ - 2R)
UXGA ERR (EXOG) AGRICULTURAL EXPORTS RESIDUAL
UXGAV 3 AGRICULTURAL EXPORT VALUE (BIL $ - AR)
UXGNA 15 NON-AGRICULTURAL EXPORTS (BIL 82$% - AR)
UXGNA ERR (EXOG) NON~AGRICULTURAL EXPORTS RESIDUAL
UXGNAV 2 NON-AGRICULTURAL EXPORTS (BIL $ - AR)
UXGV 5 TOTAL EXPORT VALUE (BIL $ - AR)

UXQFLNS (EXOG) VOLUME OF OIL EXPORTS (MB/D) (NSA)
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Model M2

1. UFCUFW10: (UFCUFW10) G-10 FOREIGN COUNTRY CAPACITY UTILIZATION

UFCUFW10 = 100 * UFGNPG10/UFGNPP

2. UXGNAV: (UXGNAV) NON-AGRICULTURAL EXPORTS (BIL $ - AR)

UXGNAV = UXGNA * UPXNAG/100

3. UXGAV: (UXGAV) AGRICULTURAL EXPORT (BIL $ - AR)
UXGAV = UXGA * UPXGAUV/100

4. UXG: (UXG) TOTAL EXPORT VOLUME (BIL 82$ - AR)
UXG = UXGA + UXGNA

5. UXGV: (UXGV) TOTAL EXPORT VALUE (BIL $ - AR)

6. UMQFLNSD: (UMQFLNSD) OIL IMPORTS (MB/D - NSA - DOE)

UMQFLNSD = UFLCNS - UFLQLUNS - UFLUCQNS + UXQFLNS + UFLSCNS

7. UMQFLNSI: (UMQFLNSI) OIL IMPORTS (MB/D - NSA - IA)

UMQFLNSI = UMQFLNSD + UDICONV
8. UMQGFL: (UMQGFL) OIL IMPORTS (MB/D - SA - IA)
UMQGFL = UMQFLNSI/UMQFLSF

9. UMGFLV: (UMGFLV) OIL IMPORTS (BIL $ - AR)

UMGFLV = UMQGFL * 0.365 * UPMGFLUV + UMGFLV_ERR

10. UMGFL: (UMGFL) VOLUME OF OIL IMPORTS (BIL 82$ - AR)

UMGFL = 100 * UMGFLV/UPMGFL

11. UMG: (UMG) TOTAL IMPORTS (BIL 82$ - AR)

UMG = UMGFL + UMGNFL



12.

13.

14.

16.
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UMGNFLV: (UMGNFLV) NON-OIL IMPORTS (BIL $)
UMGNFLV = UMGNFL * UPMGNFL/100
UMGV: (UMGV) TOTAL MERCHANDISE IMPORTS (BIL $ - AR)
UMGV = UMGFLV + UMGNFLV
UGBAL: (UGBAL) TRADE BALANCE (BIL $ - AR)
UGBAL = UXGV - UMGV
. UXGNA: (UXGNA) NON-AGRICULTURAL EXFORTS (BIL 82$ - AR)
LOG (UXGNR) = -6.62433 + .846448 * LOG(DSXN) + 2.16616 * LOG(UFGNPXWN) + .621758 *
(3.64) (.11) (.31) (.08)
SUM(J = - 8 TO - 1 : ((J/9)**2 - (-J)/9) * LOG(UFEGTSW1(J) * UPXNAG(J)/UFPGTSW1(J)))
+ 1.35775 * LOG(URFSUP(-1)) + .633947 * (LOG(UXGNA(-1)) - ( -6.62433
(.46) (.1 (3.64)
+ .846448 * LOG(DSXN(-1)) + 2.16616 * LOG(UFGNPXWN(-1)) + .621758 *
«.11) (.31) (.08)
SUM(J = - 8 TO -1
((J/9)**2 - (=J)/9) * LOG(UFEGTSW1(J - 1) * UPXNAG(J - 1) /UFPGTSW1(J - 1)))
+ 1.35775 * LOG(URFSUP(-2)))) + BETA * UXGNA_ERR
(.46)
UXGA: (UXGA) AGRICULTURAL EXPORTS (STOCHASTIC EQN. - BIL 82$% - AR)
LOG (UXGA) = 4.89977 + 1.11636 * LOG(UFGNPXWA) - .332652 *
(1.15) (.07) (.05)
SUM(J = - 8 TO - 1 : ((J/9)**2 - (-J)/9) * LOG(100 * UPXGAUV(J - 1)/UPCPI(J - 1)))
+ .594248 * SUM(J = -8 TO -1
(.08)
((J/9)**2 - (=J)/9) * LOG(100 * UPXGAUV(J)/ (UFPCFW1O0 (J) /UFEFW10(J))))
+ .854017 * LOG(DSXN) + .160128 * (LOG(UXGA(-1)) - ( 4.89977
(.31) (.12) (1.15)
+ 1.11636 * LOG(UFGNPXWA(-1)) - .332652 *
(.07) (.05)
SUM(J = -8 TO - 1 : ((J/9)**2 - (-J)/9) * LOG(100 * UPXGAUV(J - 2)/UPCPI(J - 2)))
+ .594248 * sUM(J = -8 TO -1
(.08)
((J/9)**2 - (-J)/9) * LOG(100 * UPXGAUV(J - 1)/(UFPCFW1O0(J - 1)/UFEFW10(J - 1 ))))

.854017 * LOG(DSXN(-1)))) + BETA * UXGA_ERR
(.31)
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17. UPXNAG: (UPXNAG) NON-AG EXPORT PRICE DEFLATOR (1982 = 100)

LOG (UPXNAG) = .35874 + .925909 * LOG(UPWPIXW) + .162185 * LOG (UFPWTSW1 (-1) /UFEGTSW1 (-1))
(.26) (.06) (.05)
+ .842043 * (LOG(UPXNAG(-1)) - ( .35874 + .925909 * LOG (UPWPIXW(-1))
(.07) (.26) (.06)

+ .162185 * LOG(UFPWTSWI1 (-2) /UFEGTSW1(~2)))) + BETA * UPXNAG_ERR
(.05)

18. UPXGAUV: (UPXGAUV) AGRICULTURAL EXPORT PRICE DEFLATOR (REDUCED FORM EQUATION ~ 1982 = 100)

LOG (UPXGAUV) = -.174087 + .400549 * LOG(ICGNP) - .185631 * LOG (UFEFW10)
(.37) (.11) (.05)
- .001999 * DEL(URTBILL - (100 * UPXGAUV (~1) /UPXGAUV(-5) - 100))
(.001)
+ .828263 * LOG(UPXGAUV(-1)) + .082704 * DUM741 + BETA * UPXGAUV_ERR
(.04) (.04)

19. UMGNFL: (UMGNFL) NON-OIL IMPORTS (BIL 82$% - AR)

LOG (UMGNFL) = -2.49489 - 352836 * LOG(UFCUFW10(-1) /UCU(-1)) + .785257 * LOG(DSMN)
(1.12) (.14) (.17)
+ .870613 * LOG(UGNPRS) + 1.18509 * LOG(UGNPRS(-1)) - .80606 * LOG(URFSUP(-1))
(.34) (.35) (.1)
-  .637323 * SUM(J = - 8 TO -1
(.12)
(1 = (-3)/9) * LOG(100 * TR(J + 1) * UPMGNFL(J + 1) /UPGNP(J + 1))) - .996034 x
(.35)
SUM(J = - 8 TO -1
((J/9)**2 = (=J)/9) * LOG(100 * TR(J + 1) * UPMGNFL(J + 1) /UPGNP(J + 1)))
+ .447687 * (LOG(UMGNFL(-1)) - ( =-2.49489 - .2352836 * LOG (UFCUFW10 (-2) /UCU(-2))
(.12) (1.12) (.14)
+ .785257 * LOG(DSMN(-1)) + .870613 * LOG(UGNPRS(-1)) + 1.18509 * LOG(UGNPRS (-2))
(.17) (.34) (.35)
- .80606 * LOG(URFSUP(-2)) - .637323 %
(.1 (.12)
SUM(J = - 8 TO -1 : (1 - (=J)/9) * LOG(100 * TR(J) * UPMGNFL (J) /UPGNP (J) ) )
- .996034 * SUM(J = -8 TO -1
(.35)

((J/9)**2 - (-J)/9) * LOG(100 * TR(J) * UPMGNFL (J) /UEGNF (J))))) + BETA * UMGNFL_ERR



20. UFLCNS:
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(UFLCNS) DOMESTIC PETROLEUM CONSUMPTION (MB/D )

LOG (UFLCNS) =

1

+

(

.005442 *
(.01)

055113 *
(.086)

.083764 *
(.09)

073469 *
(.01)

-5.16064
(2.96)

.005442 *
(.01)

.055113 *
(.06)

.083764 *
(.N9)

.073469 *
(.21)

-6.16064 + 1.28128 * LOG(UGNPRS)

2.96) (.2)

SUM(J = =-60 TO -1 : LOG(URPL(J + 1)))

SUM(J = =~60 TO -1 : (-J)/61 * LOG(URPL(J + 1)))

SUM(J = =-60 TO =1 : (J/61)**2 * LOG(URPL(J + 1))) + .022861 * Q1

(.01)
Q2 - .066899 * Q3 -~ .052895 * EMBARG + .382754 * (LOG(UFLCNS(-1)) -
(.01) (.03) (.11)
+ 1.28128 * LOG(UGNPRS(-1))
(.2)

SUM(J = =60 TO =1 : LOG(URPL(J)))

SUM(J = =-60 TO =1 : (-J)/61 * LOG(URPL(J)))

SUM(J = =60 TO -1 : (J/6l)**2 * LOG(URPL(J))) + .022861 * Ql(-1)

(.01)
Q2(~1) - .066899 * Q3(-1) - .052895 * EMBARG(-1))) + BETA * UFLCNS_ERR

(.0 (.03)
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21. PIFSCOM: (PIFSCOM) IFS COMMODITY PRICE INDEX SOLUTION (1980 = 100)
LOG (PIFSCOM) = =2.19472 + 2.41522 * LOG(ICGNP)
(1.35) (.22)
= .152159 * sSUM(J = - 8 TO -1 : (1 - (-J3)/9) * LOG(UFEFW10(J + 1)))
(.15)
+ .239564 * SUM(J = - 8 TO -1 : ((J/9)**2. - (=J)/9) * LOG(UFEFW10(J + 1)))
(.41)
- .001139 * sSUM(J = - 8 TO -1
(.001)
(1 - (=J)/9) * DEL(URTBILL(J + 1) - (100 * PIFSCOM(J) /PIFSCOM(J - 4) - 100)))
+ .002198 * sSUM(J = - 8 TO -1
(.002)
((3/9)**2 - (-J)/9) * DEL(URTBILL(J + 1) - (100 * PIFSCOM(J)/PIFSCOM(J - 4) - 100)))
+ .328623 * SUM(J = - 4 TO -1 : (1 - (=J)/5) * DUM741A(J + 1))
(.2)
- .532531 * SUM(J = -4 TO -1 : ((J/5)**2 ~ (=J)/5) * DUMT41A(J + 1))
(.58)
+ .773333 * (LOG(PIFSCOM(-1)) - ( =-2.19472 + 2.41522 * LOG(ICGNP(-1))
(.06) (1.35) (.22)
- .152159 * SUM(J = -8 TO -1 : (1 - (-J)/9) * LOG(UFEFW10(J)))
(.15)
+ .239564 * SUM(J = -8 TO -1 : ((J/9)**2 - (-J)/9) * LOG(UFEFW10(J))) =~ .001139 x
(.41) (.001)
SUM(J = - 8 TO -1
(1 = (~J)/9) * DEL(URTBILL(J) - (100 * PIFSCOM(J - 1)/PIFSCOM(J - 5) - 130)))
+ .002198 * sSUM(J = -8 TO -1
(.002)
((3/9)**2 - (-J)/9) * DEL(URTBILL(J) - (100 * PIFSCOM(J - 1)/PIFSCOM(J - 5) - 100)))
+ .328623 * SUM(J = -4 TO -1 : (1 - (-J)/5) * DUM741A(J)) - .532531 *
(.2) (.58)

SUM(J = -4 TO =1 : ((J3/5)**2 - (-J)/5) * DUM7T41A(J)))) + BETA * PIFSCOM_ERR
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22 . UPMGNFL: (UPMGNFL) NON-OIL IMPORT PRICE DEFLATOR (1982 = 100)

LOG (UPMGNE L) = 3.86953
(.49)

+ .C40518 * SUM(J = -4 TO =1 : (1 = (-3)/5) * LOG(UFPWBMW1(J)))
(.41)

— .£0363 * SUM(J = -4 TO -1 : ((J/5)**2 - (~J)/5) * LOG(UFPWBMWI (J)))
(.97)

- .159247 * SUM(J = -6 TO -1 : (1 - (-3)/7) * LOG(UFEBMW1(J)))
(.2.9)

+ .705068 * SUM(J = -6 TO -1 : ((J/7VY**2 - (=J)/7) * LOG(UFEBMW1(J)))
(.48)

+ .036905 * SUM(J = -4 TO -1 : (1 - (=J)/5) * LOG(PIFSCOM(J + 1)))
(.09)

— 170667 * SUM(J = -4 TO -1 : ((J/5)**2 - (=J)/5) * LOG(PIFSCOM(J + 1)))
(.23)

+ .776659 * (LOG(UPMGNFL(-1)) - ( 3.86953

(.09) (.49)

+ .040518 * SUM(J = -4 TO -1 : (1 - (-J)/5) * LOG{UFPWBMWL(J - 1)))
(.11)

~ .39363 * SUM(J = -4 TO -1 : ((J/5)**2 - (-J)/5) * LOG(UFPWBMWL(J - 1)))
(.97)

- .159247 * SUM(J = =~-6 TO =1 : (1 - (-3)/7) * LOG(UFEBMW1(J - 1)))
(.19)

+ .305068 * SUM(J = -6 TO -1 : ((I/T)**2 - (=J)/7) * LOG(UFEBMW1(J - 1)))
(.48)

+ .036905 * SUM(J = -4 TO -1 : (1 - (=J)/5) * LOG(PIFSCOM(J))) - .170667 *
(.09) (.23)

SUM(J = -4 TO -1 : ((J3/5)**2 = (-J)/5) * LOG(PIFSCOM(J))))) + BETA * UPMGNFL_ERR



70

CROSS REFERENCE LIST OF VARIABLES AND EQUATIONS

VARIABLE | EQUATION NUMBER

BETA 15 16 17 18 19 20 21 22
DSMN 19

DSXN 15 16
DUM741 18

DUM741A 21

EMBARG 20

ICGNP 18 21
PIFSCOM 21 22
PIFSCOM ERR 21

o1 20

Q2 20

03 20

TR 19

ucu 19

UDICONV 7

UFCUFW10 1 19 o r
UFEBMW1 22

UFEFW10 16 18 21
UFEGTSW1 15 17
UFGNPG10 1

UFGNPP 1

UFGNPXWA 16

UFGNPXWN 15

UFLCNS 6 20
UFLCNS_ERR 20

UFLOLUNS 6

UFLSCNS 6

UFLUCQNS 6

UFPCFW10 16

UFPGTSW1 15

UFPWBMW1 22

UFPWTSW1 17

UGBAL 14

UGNPRS 19 20

UMG 11

UMGFL 10 11
UMGFLV 9 10 13
UMGFLV_ERR 9

UMGNFL 11 12 19
UMGNFL_ERR 19

UMGNFLV 12 13

UMGV 13 14
UMQFLNSD 6 7
UMQFLNSI 7 8
UMQFLSF 8

UMQGFL 8 9
UPCPI 16

UPGNP 19

UPMGFL 10

UPMGFLUV 9

UPMGNFL 12 19 22
UPMGNFL_ERR 22

UPWPIXW 17

UPXGAUV 3 16 18
UPXGAUV_ERR 18

UPXNAG 2 15 17
UPXNAG ERR 17

URFSUP 15 19

URPL 20

URTBILL 18 21

UXG 4

UXGA 3 4 16
UXGA_ERR 16

UXGAV 3 5
UXGNA 2 4 15
UXGNA ERR 15

UXGNAV 2 5

UXGV 5 14
UXQFLNS 6
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ALPHABETICAL LIST OF VARIABLES FOR MODEL

MNEMONIC | EQUATION | DEFINITION
BLTA (EXOG) PARAMETER
DSMN  (EXOG) DUMMY VARIABLE--DOCK STRIKE ON IMPORTS
DSXN  (EXOG) DUMMY VARIABLE--DOCK STRIKE CN EXPCRTS
DUM741 (EXOG) DUMMY VARIABLE = 1 IN 74.1 - = 0 OTHERWISE
DUM741A (EXOG) DUMMY VARIABLE = LOG PERCENT CHANGE IN OIL PRICE DURING PERIODS OF RAPID CHANGE
EMBARG (EXOG) DUMMY VARIABLE FOR ARAB OIL EMBARGO OF 1973 4
ICGNP (EXOG) G-10 (INCLUDING US) GNP (1982 = 100)
PIFSCOM 21 IFS COMMODITY PRICE INDEX (1980 = 100)
PIFSCOM ERR (EXOG) IFS COMMODITY PRICE INDEX RESIDUAL
Q1 (EXOG) QUARTERLY DUMMY--1ST QUARTER
Q2 (EXOG) QUARTERLY DUMMY--2ND QUARTER
Q3  (EXOG) QUARTERLY DUMMY--3RD QUARTER
TR (EXOG) TARIFF RATES
UCU  (EXOG) US CAPACITY UTILIZATION (3%)
UDICONV  (EXOG) DOE-BASED IMPORTS TO IA~BASED IMPORTS CONVERSION FACTOR (MB/D)
UFCUFW10 1 G-10 FOREIGN COUNTRY CAFACITY UTILIZATION
UFEBMW1 (EXOG) G18 EXCHANGE RATE INDEX BILATERAL NON-OIL IMPORT WEIGHTS (1973 Q1 = 100)
UFEFVW10 (EXOG) G-10 FOREIGN CURRENCY/US CENTS EXCHANGE RATE INDEX--
TRADE WEIGHTS (MAR 1973 = 100)
UFEGTSW1  (EXOG) G18 EXCHANGE RATE INDEX MULTILATERAL TRADE WEIGHTS (1972 Q1 = 100)
UFGNPG10  (EXOG) G-10 FOREIGN GNP--GNP WEIGHTS (1982 = 100)
UFGNPP  (EXOG) FOREIGN POTENTIAL OUTPUT (1982 = 100)
UFGNPXWA  (EXOG) WORLD FOREIGN GNP-- BILATERAL US AGRICULT. EXPORT WEIGHTS (1982 = 100)
UFGNPXWN (EXOG) WORLD GNP--BILATERAL US NON-AGRICULTURAL EXPORT WEIGHTS (1982 = 100)
UFLCNS 20 OIL CONSUMPTION (MB/D - NSA)
UFLCNS_ERR (EXOG) OIL CONSUMPTION RESIDUAL (MB/D - NSA)
UFLQLUNS (EXOG) DOMESTIC PETROLEUM PRODUCTION LESS UNACCOUNTED FOR CRUDE (MB/D)
UFLSCNS  (EXOG) OIL STOCKBUILDING (MB/D - NSA)
JELUCONS  (EXOG) DOMESTIC PETROLEUM UNACCOUNTED FOR CRUDE (MB/D)
TFPCFW10 (EXOG) G-10 FOREIGN CONSUMER PRICE INDEX--TRADE WEIGHTS (1982 = 100)
TFPGTSW1  (EXOG) G18 CONSUMER PRICE INDEX MULTILATERAL TRADE WEIGHTS (1982 = 100)
'FPWBMW1  (EXOG) G18 WHOLESALE PRICE INDEX BILATERAL NON-OIL IMPORT WEIGHTS (1982 = 100)
UFEWTSW1l  (EXOG) G18 WHOLESALE PRICE INDEX MULTILATERAL TRADE WEIGHTS (1982 = 100)
UGHBAL 14 TRADE BALANCE (BIL $ = AR)
UGNPRS  (EXOG) CURRENT ASSUMPTION ON REAL GNP BY R AND S (BIL 82$% - AR)
UMG 11 TOTAL IMPORTS (BIL 82$% - AR)
UMGFL 10 VOLUME OF OIL IMPORTS (BIL 82$ - AR)
UMGI'LV 9 OIL IMPORTS (BIL $ - AR)
UMGFLV_ERR (EXOG) OIL IMPORT RESIDUAL
UMGNFL 19 NON-OIL IMPORT VOLUME (BIL 82$ - AR)
UMGNFL ERR (EXOG) NON-OIL IMPORT VOLUME RESIDUAL
UMGNF'LV 12 NON-OIL IMPORTS (BIL $ ~ AR)
UMGV 13 TOTAL MERCHANDISE IMPORTS (BIL $ - AR)
UMQFLNSD 6 OIL IMPORTS (MB/D - NSA - DOE)
UMQFLNSI 7 OIL IMPORTS (MB/D - NSA - IA)
UMQFLSF  (EXOG) OIL IMPORTS (IA) SEASONAL FACTOR
UMQGFL 8 OIL IMPORTS (MB/D - SA - IA)
UPCPI  (EXOG) US CONSUMER PRICE INDEX (1967 = 100)
UPGNP  (EXOG) US GNP DEFLATOR (1982 = 100)
UPMGFL  (EXOG) NIA PETROLEUM IMPORT PRICE DEFLATOR (1982 = 100)
UPMGFLUV  (EXOG) OIL IMPORT UNIT VALUE (DOLLARS PER BARREL)
UPMGHNFL 22 NON-OIL IMPORT PRICE DEFLATOR (1982 = 100)
UPMGNFL ERR (EXOG) NON-OIL IMPORT PRICE DEFLATOR RESIDUAL
UPWP XW (EXOG) US PRODUCER PRICE INDEX--EXPORT WEIGHTS (1982 = 100)
UPXGAUV 18 AGRICULTURAL EXPORT PRICE DEFLATCR (1982 = 100)
UPXGAUV_ERR (EXOG) AGRICULTURAL EXPORT PRICE DEFLATOR RESIDUAL
UPXNAG 17 NON-AGRICULTURAL EXPORT PRICE DEFLATOR ( 1982 = 100)
UPXNAG_LRR (EXOG) NON-AGRICULTURAL EXPORT PRICE DEFLATOR RESIDUAL
URFSUP (EXOG) RELATIVE FOREIGN SUPPLY (1982 = 100) (BIL 82$ - AR)
URPL (EXOG) RELATIVE PRICE OF OIL TO GNP DEFLATOR (1982 = 100)
URTBILL (EXOG) RATE ON US 3-MONTH TREASURY BILLS
UXG 4 TOTAL EXPORT VOLUME (BIL 82$ - AR)
UXGA 16 AGRICULTURAL EXPORTS (BIL 82$ - AR)
UXGA LERR (EXOG) AGRICULTURAL EXPORTS RESIDUAL
UXGAV 3 AGRICULTURAL EXPORT VALUE (BIL $ - AR)
UXGNA 15 NON-AGRICULTURAL EXPORTS (BIL 82$ - AR)
UXGNA LRR (EXOG) NON-AGRICULTURAL EXPORTS RESIDUAL
UXGNAV 2 NON-AGRICULTURAL EXPORTS (BIL $ - AR)
UxGv 5 TOTAL EXPORT VALUE (BIL $ - AR)

UXQFLNS (EXOG) VOLUME OF OIL EXPORTS (MB/D) (NSA)
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Model M3
1. UXGNAV: (UXGNAV) NON-AGRICULTURAL EXPORTS (BIL $ - AR)
UXGNAV = TUXGNA * UPXNAG/100
2. UXGAV: (UXGAV) AGRICULTURAL EXPORT (BIL $ - AR)
UXGAV = UXGA * UPXGAUV/100
3. UXG: (UXG) TOTAL EXPORT VOLUME (BIL 82% - AR)
UXG = UXGA + UXGNA

4. UXGV: (UXGV) TOTAL EXPORT VALUE (BIL $ - AR)

5. UMQFLNSD: (UMQFLNSD) OIL IMPORTS (MB/D ~ NSA - DOE)

UMQFLNSD = UFLCNS - UFLQLUNS - UFLUCONS + UXQFLNS + UFLSCNS

6. UMQFLNSI: (UMQFLNSI) OIL IMPORTS (MB/D - NSA - IA)

UMQFLNSI = UMQFLNSD + UDICONV

7. UMQGFL: (UMQGFL) OIL IMPORTS (MB/D - SA - IA)

UMQGFL = UMQFLNSI/UMQFLSF

8. UMGFLV: (UMGFLV) OIL IMPORTS (BIL $ - AR)

UMGFLV = UMQGFL * 0.365 * UPMGFLUV + UMGFLV_ERR

9. UMGFL: (UMGFL) VOLUME OF OIL IMPORTS (BIL 82$% - AR)

UMGFL = 100 * UMGFLV/UPMGFL
10. UMG: (UMG) TOTAL IMPORTS (BIL 82$% - AR)
UMG = UMGFL + UMGNFL

11. UMGNFLV: (UMGNFLV) NON-OIL IMPORTS (BIL $)

UMGNFLV = UMGNFL * UPMGNFL/100
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12. UMGV: (UMGV) TOTAL MERCHANDISE IMPORTS (BIL $ - AR)
UMGV = UMGFLV + UMGNFLV

13. UGBAL: (UGBAL) TRADE BALANCE (BIL $ - AR)
UGBAL = UXGV - UMGV

14. URPXNA: (URPXNA) RELATIVE PRICE OF US NON-AGRICULTURAL EXPORTS

URPXNA = UFEGTSW1 * UPXNAG/UFPGTSW1
15. URPMNFL: (URPMNFL) RELATIVE PRICE OF US NON-OIL IMPORTS (1982 = 100)
URPMNFL = 100 * TR * UPMGNFL/UPGNP

16. UXGNA: (UXGNA) NON-AGRICULTURAL EXPORTS (BIL 82$ - AR)

LOG (UXGMA) = .966319 + 1.36965 * LOG(DSXN) + .299087 * LOG(UFGNPXWN)
(.22) (.17) (.07)
- .232763 * LOG(URPXNA) + .765961 * LOG(UXGNA(-1)) + BETA * UXGNA_ERR
{.04) (.05)
17. UXGA: (UGA) AGRICULTURAL EXPORTS (STOCHASTIC EQN. - BIL 82$ - AR)
LOG (UXGA) = 1.31927 + .773563 * LOG(UFGNPXWA) + .206106 * LOG(100 * UPXGAUV/UPCPI)
(.9) (.16) (.06)
- .376804 * LOG(100 * UPXGAUV/(UFPCFW10/UFEFW10)) + 1.20558 * LOG (DSXN)
(.1) (.36)
+ .419324 * LOG(UXGA(-1l)) + BETA * UXGA_ERR
(.1)
18. UPXNAG: (UPXNAG) NON-AG EXPORT PRICE DEFLATOR (1982 = 100)
LOG (UPXNAG) = ,608426 + .060435 * LOG(UPWPIXW) + .130665 * LOG(UFPWISW1/UFEGTSW1)

(.08) (.08) (.02)

+ .809699 * LOG(UPXNAG(-1)) + BETA * UPXNAG_ERR
(.07)

19. UPXGAUV: (UPXGAUV) AGRICULTURAL EXPORT PRICE DEFLATOR (REDUCED FORM EQUATION - 1982 = 100)

LOG (UPXGAUV) = .051824 + .288452 * LOG(ICGNP) - .16508% * LOG(UFEFW10)
(.34) (.11) (.05)

-~ .001764 * DEL(URTBILL - (100 * UPXGAUV(-1)/UPXGAUV(-5) - 100))
(.001)

+ .87014 * LOG(UPXGAUV(-1l)) + .10314 * DUM741 + BETA * UPXGAUV_ERR
(.04) (.04)
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20. UMGNFL: (UMGNFL) NON-OIL IMPORTS (BIL 82$ - AR)
LOG (UMGNFL) = -7.16511 + .681674 * LOG(DSMN) + 1.58931 * LOG (UGNPRS)
(1.02) (.22) (.21)

- .558806 * LOG(URPMNFL) + .421558 * LOG(UMGNFL(-1)) + BETA * UMGNFL_ERR
(.07) (.08) :

21. UFLCNS: (UFLCNS) DOMESTIC PETROLEUM CONSUMPTION (MB/D )

LOG (UFLCNS) = .051701 + .055733 * LOG(UGNPRS) - .026670 * LOG(URPL) - .025119 * Q1
(.29) (.05) (.01) (.01
- .149553 * 02 ~ 061832 * O3 - .074177 * EMBARG
(.01) (.01) (.04)

+ .883587 * LOG(UFLCNS(-1)) + BETA * UFLCNS_ERR
(.05)

22. PIFSCOM: (PIFSCOM) IFS COMMODITY PRICE INDEX SOLUTION (1980 = 100)

LOG (PIFSCOM) = =-.646489 + .598483 * LOG(ICGNP) - .210151 * LOG (UFEFW10)
(.36) (.13) (.06)
- .002139 * DEL(URTBILL - (100 * PIFSCOM(-1) /PIFSCOM(~5) - 100)) + .493233 * DUM741A
(.001) (.14)
+ .747346 * LOG(PIFSCOM(-1)) + BETA * PIFSCOM_ERR
(.05)
23. UPMGNFL: (UPMGNFL) NON-OIL IMPORT PRICE DEFLATOR (1982 = 100)
LOG (UPMGNFL) = 1.62722 + .344061 * LOG(UFPWBMW1) - .355348 * LOG(UFEBMW1)

(.3) (.07) (.07)

+ .042916 * LOG (PIFSCOM) + .623671 * LOG(UPMGNFL(-1)) + BETA * UPMGNFL ERR
(.02) (.06) -
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CROSS REFERENCE LIST OF VARIABLES AND EQUATIONS

VARIABLE | EQUATION NUMBER

BETA 16 17 18 19 20 21 22 23
DSMN 20

DSXN 16 17
DUM741 19

DUM741A 22

EMBARG 21

ICGNP 19 22
PIFSCOM 22 23
PIFSCOM ERR 22

Q1 - 21

Q2 21

03 21

TR 15

UDICONV 6

UFEBMW1 23

UFEFW10 17 19 22
UFEGTSW1 14 18
UFGNPXWA 17

UFGNPXWN 16

UFLCNS 5 21
UFLCNS ERR 21

UFLQLUNS 5

UFLSCNS 5

UFLUCQNS 5

UFPCFW10 17

UFPGTSW1 14

UFPWBMW1 23

UFPWTSW1 18

UGBAL 13

UGNPRS 20 21

UMG 10

UMGFL 9 10
UMGFLV 8 9 12
UMGFLV_ERR 8

UMGNFL 10 11 20
UMGNFL_ ERR 20

UMGNFLV 11 12

UMGV 12 13
UMQFLNSD 5 6
UMQFLNSI 6 7
UMQFLSF 7

UMQGFL 7 8
UPCPI 17

UPGNP 15

UPMGFL 9

UPMGFLUV 8

UPMGNFL 11 15 23
UPMGNFL ERR 23

UPWPIXW 18

UPXGAUV 2 17 19
UPXGAUV_ERR 19

UPXNAG 1 14 18
UPXNAG_ERR 18

URPL 21

URPMNFL 15 20
URPXNA 14 16
URTBILL 19 22

UXG 3

UXGA 2 3 17
UXGA_ERR 17

UXGAV 2 4
UXGNA 1 3 16
UXGNA_ERR 16

UXGNAV 1 4

UXGV 4 13
UXQFLNS 5
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ALPHABETICAL LIST OF VARIABLES FOR MODEL

MNEMONIC | EQUATION | DEFINITION
BETA (EXOG) PARAMETER
DSMN (EXOG) DUMMY VARIABLE--DOCK STRIKE ON IMPORTS
DSXN (EXOG) DUMMY VARIABLE--DOCK STRIKE ON EXPORTS
DUM741 (EXOG) DUMMY VARIABLE = 1 IN 74.1 - = 0 OTHERWISE
DUM741A (EXOG) DUMMY VARIABLE = LOG PERCENT CHANGE IN OIL PRICE DURING PERIODS OF RAPID CHANGE
EMBARG (EXOG) DUMMY VARIABLE FOR ARAB OIL EMBARGO OF 1973 4
ICGNP (EXOG) G-10 (INCLUDING US) GNP (1982 = 100)
PIFSCOM 22 IFS COMMODITY PRICE INDEX (1980 = 100)
PIFSCOM ERR (EXOG) IFS COMMODITY PRICE INDEX RESIDUAL
Ql (EXOG) QUARTERLY DUMMY--1ST QUARTER
Q2 (EXOG) QUARTERLY DUMMY--2ND QUARTER
Q3 (EXOG) QUARTERLY DUMMY--3RD QUARTER
TR (EXOG) TARIFF RATES
UDICONV  (EXOG) DOE~BASED IMPORTS TO IA-BASED IMPORTS CONVERSION FACTOR (MB/D)
UFEBMW1 (EXOG) G18 EXCHANGE RATE INDEX BILATERAL NON-OIL IMPORT WEIGHTS (1973 Q1 = 100)
UFEFW10 (EXOG) G-10 FOREIGN CURRENCY/US CENTS EXCHANGE RATE INDEX--—
TRADE WEIGHTS (MAR 1973 = 100)
UFEGTSW1 (EXOG) G18 EXCHANGE RATE INDEX MULTILATERAL TRADE WEIGHTS (1973 Q1 = 10C)
UFGNPXWA (EXOG) WORLD FOREIGN GNP-- BILATERAL US AGRICULT. EXPORT WEIGHTS (1982 = 100)
UFGNPXWN (EXOG) WORLD GNP--BILATERAL US NON~AGRICULTURAL EXPORT WEIGHTS (1982 = 100)
UFLCNS 21 OIL CONSUMPTION (MB/D - NSA)
UFLCNS_ERR (EXOG) OIL CONSUMPTION RESIDUAL (MB/D - NSA)
UFLQLUNS (EXOG) DOMESTIC PETROLEUM PRODUCTION LESS UNACCOUNTED FOR CRUDE (MB/D)
UFLSCNS (EXOG) OIL STOCKBUILDING (MB/D - NSA)
UFLUCQNS (EXOG) DOMESTIC PETROLEUM UNACCOUNTED FOR CRUDE (MB/D)
UFPCFW10 (EXOG) G-10 FOREIGN CONSUMER PRICE INDEX-~TRADE WEIGHTS (1982 = 100)
UFPGTSW1 (EXOG) Gl8 CONSUMER PRICE INDEX MULTILATERAL TRADE WEIGHTS (1982 = 100)
UFPWBMWl (EXOG) G18 WHOLESALE PRICE INDEX BILATERAL NON-OIL IMPORT WEIGHTS (1982 = 100)
UFPWTSW1 (EXOG) Gl8 WHOLESALE PRICE INDEX MULTILATERAL TRADE WEIGHTS (1982 = 100)
UGBAL 13 TRADE BALANCE (BIL $ - AR)
UGNPRS (EXOG) CURRENT ASSUMPTION ON REAL GNP BY R AND S (BIL 82$ - AR)
UMG 10 TOTAL IMPORTS (BIL 82$ - AR)
UMGFL 9 VOLUME OF OIL IMPORTS (BIL 82$% - AR)
UMGFLV 8 OIL IMPORTS (BIL $ - AR)
UMGFLV_ERR (EXOG) OIL IMPORT RESIiDUAL
UMGNFL 20 NON-OIL IMPORT VOLUME (BIL 82$ - AR)
UMGNFL_ERR (EXOG) NON-OIL IMPORT VOLUME RESIDUAL
UMGNFLV 11 NON-OIL IMPORTS (BIL $ - AR)
UMGV 12 TOTAL MERCHANDISE IMPORTS (BIL $ - AR)
UMQFLNSD 5 OIL IMPORTS (MB/D -~ NSA - DOE)
UMQFLNSI 6 OIL IMPORTS (MB/D - NSA - IA)
UMQFLSF (EXOG) OIL IMPORTS (IA) SEASONAL FACTOR
UMQGFL 7 OIL IMPORTS (MB/D - SA - IA)
UPCPI (EXOG) US CONSUMER PRICE INDEX (1967 = 100)
UPGNP (EXOG) US GNP DEFLATOR (1982 = 100)
UPMGFL (EXOG) NIA PETROLEUM IMPORT PRICE DEFLATOR (1982 = 100)
UPMGFLUV  (EXOG) OIL IMPORT UNIT VALUE (DOLLARS PER BARREL)
UPMGNFL 23 NON-OIL IMPORT PRICE DEFLATOR (1982 = 100)
UPMGNFL_ERR (EXOG) NON-OIL IMPORT PRICE DEFLATOR RESIDUAL
UPWPIXW (EXOG) US PRODUCER PRICE INDEX--EXPORT WEIGHTS (1982 = 100)
UPXGAUV 19 AGRICULTURAL EXPORT PRICE DEFLATOR (1982 = 100)
UPXGAUV_ERR (EXOG) AGRICULTURAL EXPORT PRICE DEFLATOR RESIDUAL
UPXNAG 18 NON-AGRICULTURAL EXPORT PRICE DEFLATOR ( 1982 = 100)
UPXNAG_ERR (EXOG) NON-AGRICULTURAL EXPORT PRICE DEFLATOR RESIDUAL
URPL (EXOG) RELATIVE PRICE OF OIL TO GNP DEFLATOR (1982 = 100)
URPMNFL 15 RELATIVE PRICE OF US NON-OIL IMPORTS (1982 = 100)
URPXNA 14 RELATIVE PRICE OF US NON-AGRICULTURAL EXPORTS
URTBILL (EXOG) RATE ON US 3-MONTH TREASURY BILLS
UXG 3 TOTAL EXPORT VOLUME (BIL 82$ - AR)
UXGA 17 AGRICULTURAL EXPORTS (BIL 82$ - AR)
UXGA_ERR (EXOG) AGRICULTURAL EXPORTS RESIDUAL
UXGAV 2 AGRICULTURAL EXPORT VALUE (BIL $ - AR)
UXGNA 16 NON-AGRICULTURAL EXPORTS (BIL 82$ - AR)
UXGNA ERR (EXOG) NON-AGRICULTURAL EXPORTS RESIDUAL
UXGNAV 1 NON-AGRICULTURAL EXPORTS (BIL $ - AR)
UXGV 4 TOTAL EXPORT VALUE (BIL $ - AR)

UXQFLNS (EXOG) VOLUME OF OIL EXPORTS (MB/D) (NSA)
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Model M4
b USPGONE: | UGECONP) THITD COMVIR PRICE FOR 0SSR Tace
UGPCOMP = ((CPXGUV * CEI)**0.165 * (EPXGUV * EEI)**0.215 * (JPXGUV * JEI)
**%0.245)**x(1/(1 - 0.375))
7. GURCOMP: | GUICOW) THIRD COMVTRY FRICE TOR SemaN:os Tasoe
GUPCOMP = ((CPXGUV * CEI)**0.155172 * (EPXGUV * EEI)**0.206897 * (JPXGUV *

JEI)**0.241379)**(1/(1 - 0.3965))

3. UJPCOMP: (UJPCOMP) THIRD COUNTRY PRICE FOR US-JAFAN TRADE
UJPCOMP = ((CPXGUV * CEI)**0.165 * (EPXGUV * EEI)**0.215 * (GPXGUV * GEI)

**(0,375)**(1/(1 - 0.245))

4., UTPXFTIW: (UFPXFTW) U.S. IMPORT PRICES FROM MCM COUNTRIES
UFPXFTW = (CPXGUV * CEI)**0.165 * (EPXGUV * EEI)**(G.215 * (GPXGUV * GEI)

**0,375 * (JPXGUV * JEI)**0.245

5. XUCV: (XCCV) EXPORTS OF THE US TO CANADA --NOMINAL $

LOG (XUCV) = .067992 + .922971 * LOG(MCUV) + .002176 * Q1 + .004345 * Q2
(.04) (.01) (.12) (.01)

- .001608 * QO3 + XUC_ERR * BETA
(.01)

6. XUEV: (XUEV) EXPORTS OF THE US TO THE UK --NOMINAL $

LOG (XULV) = -.223394 + 1.07524 * LOG(MEUV) - .Cl8274 * Q1 - .026452 * Q2
(.0%) (.03) (.03) (.52)

~ .026994 * 03 + XUE_ERR * BETA
(.03)

7. XUGV: (X13GV) EXPORTS OF THE US TO GERMANY --NOMINAL $

LOG (XU3V) = .088137 + .875279 * LOG(MGUV) - .005106 * @1 - .037137 * Q2
(.08) (.03) (.03) (.03)

- .003225 * Q3 + XUG_ERR * BETA
(.03)
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8. XUJv: (XUJV) EXPORTS OF THE US TO JAPAN --NOMINAL $
LOG (XUJV) = -.137589 + 1.00763 * LOG(MJUV) - .022017 * Q1 - .076600 * Q2
(.05) (.02) (.02) (.02)

- .040590 * Q3 + XUJ ERR * BETA
(.02)

9. MCUV: (MCUV) CANADIAN IMPORTS FROM US ($)

LOG (MCUV/UPXGUV) = -5.18222 + 1.68782 * LOG(CGNPPOT) + 2.57898 * (LOG(CGNP) - LOG(CGNPFPOT))
(.93) (.2) (.39)
+ .044857 * sSUM(I = - 12 TO -1 : LOG(UPXGUV(I + 1)/(CPGNP(I + 1) * CEI(1 + 1))))
(.13)
-  .464775 *
(.62)
SUM(I = - 12 TO - 1 : (-I)/13 * LOG(UPXGUV(I + 1)/(CEGNP(I + 1) * CEI(I + 1))))
+ .468471 *
(.64)
SUM(I = - 12 TO - 1 : (I/13)**2 * LOG(UPXGUV(I + 1)/(CPGNP(I + 1) * CEI(I + 1))
+ .008135 * LOG(MCUV(-1)/UPXGUV(-1)) - 0.047536 * Q1 + 0.071571 * Q2 - 0.112498 * Q3+
(.06)

MCU_ERR * BETA

10. MEUV: (MEUV) UK IMPORTS FROM US--NOMINAL $

LOG (MEUV/UPXGUV) = -7.24387 + 1.93574 * LOG(EGNPPOT) + .560328 * (LOG(EGNP) - LOG(EGNPPOT))
(1.34) (.34) (.64)
+ .435966 * SUM(I = - 6 TO -1
(.19)
((I/7)**2 - (~I)/7) * LOG(UPXGUV(I + 1)/(EPGNP(I + 1) * EEI(I + 1)))) - .448493 *
(.18)

SUM(I = - 6 TO -1

((I/7)**2 = (=I)/7) * LOG(((JPXGUV(I + 1) * JEI(I + 1))**0.2 * (CPXGUV(I + 1)

* EEI(I + 1))**0.134328 * (GPXGUV(I + 1) * GEI(I + 1))**0.313433)**(1/(1

0.3433))/(EPGNP(I + 1) * EEI(I + 1))))

+  .414149 * LOG(MEUV(-1) /UPXGUV(-1)) + 0.034664 * Q1 + 0.008671 * Q2 - 0.091886 * Q3 +
(.11)

MEU_ERR * BETA

11. MGUV: (MGUV) GERMAN IMPORTS FROM THE US --NOMINAL $

LOG (MGUV/UPXGUV) = ~-7.87227 + 1.35386 * LOG(GGNPPOT) + 1.50948 * (LOG(GGNP) - LOG (GGNPPOT) )
(1.04) (.16) (.61)
- .881962 * LOG(UPXGUV/(GPGNP * GEI)) + .765042 * LOG (GUPCOMP/ (GPGNP * GEI))
(.17) (.23)
+ .108635 * LOG(MGUV(-1)/UPXGUV(-1)) - 0.039787 * Q1 - 0.053619 * Q2 - 0.148261 * Q3 -
(.07)

0.461141 * D7731 + MGU_ERR * BETA
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14. MUGV: (MJIGV) IMPORTS OF THE US FROM GERMANY --NOMINAL $
LOG(MUGV/ (GEI * GPXGUV)) = -14.4661 + 2.18107 * LOG(UGNPPOT)
(1.89) (.28)
+ 1.85731 * (LOG(UGNP) - LOG(UGNPPOT)) + .808905 * SUM(I = - 7 TO -1
(.77) (.21)

((I/8)**2 - (-I)/8) * LOG(GEI(I + 1) * GPXGUV(I + 1) * UTARIFF(I + 1)/UPGNP(I + 1)))

+

1.94399 * LOG(UGPCOMP * UTARIFF/UPGNP)
(.44)

- .854276 * LOG(((CPXGUV(-1l) * CEI(-1))**0.165 * (EPXGUV(-1) * EEI(-1))**0.215 * (JPXGUV
(.41)

(=1) * JEI(-1))**0.245)**(1/(1 ~ 0.375)) * UTARIFF(-1)/UPGNP(-1))

+ .019057 * LOG(((CPXGUV(-2) * CEI(-2))**0.165 * (EPXGUV(-2) * EEI(-2))**0.215 * (JPXGUV
(.25)

(=2) * JEI(-2))**0.245)**(1/(1 - 0.375)) * UTARIFF(-2)/UPGNP(-2))

- .376511 * LOG(((CPXGUV(-3) * CEI(-3))**0.165 * (EPXGUV(-3) * EEI(-3))**0.215 * (JPXGUV
(.27)

(=3) * JEI(-3))**0.245)**(1/(1 - 0.375)) * UTARIFF(-3)/UPGNP(-3))

- .445907 * LOG(((CPXGUV(-4) * CEI(-4))**0.165 * (EPXGUV(-4) * EEI(-4))**0.215 * (JPXGUV
(.25)

(-4) * JEI(-4))**0.245)**(1/(1 - 0.375)) * UTARIFF(-4)/UPGNP(-4))

+ .002146 * LOG(((CPXGUV(-5) * CEI(-5))**0.165 * (EPXGUV(-5) * EEI(-5))**0.215 * (JPXGUV
(.26)

(=5) * JEI(-5))**0.245)**(1/(1 - 0.375)) * UTARIFF(-5)/UPGNP(-5))

+ .031016 * LOG(((CPXGUV(-6) * CEI(-6))**0.165 * (EPXGUV(-6) * EEI(-6))**0.215 * (JPXGUV
(.2)

(-6) * JEI(-6))**0.245)**(1/(1 - 0.375)) * UTARIFF (-6)/UPGNP(-6))

+ .252136 * LOG(MUGV(-1)/(GEI(-1) * GPXGUV(-1))) + 0.004717 * Q1 + 0.029175 * Q2 -~
(.08)

0.047988 * Q3 + MUG_ERR * BETA

15. MUJV: (MUJV) IMPORTS OF THE US FROM JAPAN --NOMINAL $

LOG (MUCV/(JEI * JPXGUV)) = =19.2083 + 2.92769 * LOG(UGNPPOT)
(2.6) (.329)
+ 1.36586 * (LOG(UGNP) - LOG(UGNPPOT)) + .705152 * LOG(JEI * JPXGUV * UTARIFF/UPGNP)
(.72) (.39)

= .425509 * LOG(JEI(~1) * JPXGUV(-1) * UTARIFF(-1) /UPGNP (-1))
(.47)

- .742097 * LOG(JEI(-2) * JPXGUV(-2) * UTARIFF(-2)/UPGNP(-2))
(.27)

- .211511 * LOG(UJPCOMP * UTARIFF/UPGNP)
(.18)

+ .206606 * LOG(MUJV(-1)/(JEI(-1) * JPXGUV(-1l))) + 0.027926 * Q1 + 0.049231 * Q2 +
(.1)

0.034968 * QO3 + MUJ_ERR * BETA
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13.

MJUV: (MJuV)
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IMPORTS OF JAPAN FROM THE US ~~NOMINAL $

LOG (MJUV /UPXGUV)

+
(

+
(

MUEV: (MUEV)

= -2.23077 + .270656 * LOG(JGNFPOT) + 1.94131 * (LOG(JGNP) - LOG(JGNFPCT))

(.88) (.09)

.143642 * sUM(J = -5 TO -

.09)

(.63)

((J/6)**2 - (-J)/6) * LOG(UPXGUV(J + 1) /(JPGNP(J + 1) * JEI(J + 1))))

.639288 * LOG(MJUV(-1) /UPXGUV(-1)) - 0.007075 * Ql + 0.012165 * Q2 - 0.04134 * Q3 +

.08)

MJU_ERR * BETA

IMPORTS OF THE US FROM THE UK --NOMINAL $

LOG(MUEV/ (EEI * EXUVI)) = -8.44593 + 1.13513 * LOG(UGNPPOT)
(1.76) (.26)
+ .938661 * (LOG(UGNP) - LOG(UGNPPOT)) - .726709 * LOG(EEI * EXUVI * UTARIF.T/UPGNP)
(.81) (.31)
+ .398456 * LOG(EEI(-1l) * EXUVI(-1) * UTARIFF (~1) /UPGNP (-1))
(.47)
- .259128 * LOG(EEI(-2) * EXUVI(-2) * UTARIFF (-2) /UFGNF (-2))
(.31)
+ .434893 * LOG(EEI(-3) * EXUVI(-3) * UTARIFF (-3)/UPGNP(-3))
(.33)
- .045164 * LOG(EEI(-4) * EXUVI(-4) * UTARIFF (-4) /UPGNP (-4))
(.31)
- .980737 * LOG(EEI(~5) * EXUVI(-5) * UTARIFF (-5) /UPGNP (~-5))
(.37)
+ .953844 * LOG(EEI(-6) * EXUVI(-6) * UTARIFF (~6)/UPGNP (-5))
(.28)
+ .527808 * LOG(MUEV(-1)/(EEI(-1) * EXUVI(-1))) - 0.000026 * Q1 + 0.099526 * 22+
(.11)

0.059237 * Q3 + MUE_ERR * BETA
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19. XULV: (XULV) EXPORTS OF THE US TO LDCS -- NOMINAL $

LOG (XULV/UPXGUV) = .327646 + .113271 * LGNPTRD =~ .113775 * (LOG(ROWIPLDC) - LGNPTRD)
(.17) (.05) (.18)

- .441776 * LOG(UPXGUV/LPXGUV) + .145869 * LOG(UFPXFTW/LPXGUV)
(.18) (.22)

+ .713821 * LOG(XULV(-1)/UPXGUV(-1)) - 0.02579 * Q1 + 0.034502 * Q2 - 0.029279 * Q3 +
(.06)

XUL_ERR * BETA

20. XUOV: (XUQV) EXPORTS OF THE US TO OPEC -- NOMINAL $

LOG (XUOV/UPKGUV) = ~.672908 - .365918 *
(.23) (.09)
SUM(I = -4 TO -1 : ((I/5)**2 - (-I)/5) * LOG(XOTV(I + 1)/OPOIL72(I + 1)))

+ .253518 *
(.08)

SUM(I

-4 TO =1 : ((I/S5)**2 - (-I)/S5S) * LOG(UPXGUV(I + 1)/OPOIL72(I + 1)))

+ .753114 * LOG(XUOV(-1)/UPXGUV(-1)) - 0.105195 * Q1 + 0.019325 * Q2 - 0.062388 * Q3 +
(.07)

XUO_ERR * BETA

21. XUIV: (XUIV) EXPORTS OF THE UNITED STATES TO OTHER OECD --NOMINAL $

LOG (XUIV/UPKGUV) = =3.08214 + 1.05224 * IGNPTRD + .835507 * (LOG(ROWIPEEC) - IGNPTRD)
(.74) (.17) (.26)

~ .48799 * LOG(UPXGUV/IPXGUV) + .957921 * LOG(UFPXFTW/IPXGUV)
(.13) (.6)

+ .403299 * LOG(XUIV(-1) /UPXGUV(-1)) - 0.042157 * Q1 - 0.077696 * Q2 - 0.172988 * Q3 +
(.07)

XUI_ERR * BETA

22. UFLCNS: (UFLCNS) U.S. OIL CONSUMPTION (MB/D - NSA)

LOG (UFLCNS) = =3.99693 + 1.27018 * LOG(UGNP)
(2.89) (.21)
- .013360 * sSUM(I = - 60 TO -1 : LOG{(URPL(I + 1)))
(.01)
- .007029 * SUM(I = - 60 TO -1 : (-I)/61 * LOG(URPL(I + 1))) + .019833 *
(.07) (.09)

SUM(I = - 60 TO -1
(I/61)**2 * LOG(URPL(I + 1))) + 0.034909 * Q1 - 0.071714 * Q2 - 0.074603 * Q3
+ UFLCNS_ERR * BETA

23. UMQFLNSD: (UMQFLNSD) U.S. OIL IMPORTS (MB/D - NSA - DOE)

UMQFLNSD = UFLCNS - UFLQLUNS - UFLUCQNS + UXQFLNS + UFLSCNS
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l6. MUCV: (MUCV) IMPORTS OF THE US FROM CANADA ~-NOMINAL $

LOG (MUCV/ (CEI * CPXGUV)) = -8.62142 + 1.63028 * LOG(UGNPPOT)
(1.25) (.17)

+ 2.25359 * (LOG(UGNP) - LOG(UGNPPOT)) - 3.93036 *
(.49) (.89)

SUM(I = - 4 TO - 1 : LOG(CEI(I + 1) * CPXGUV(I + 1) * UTARIFF(I + 1) /UPGNP(I + 1)))

+ 15.9759 * SUM(I = -4 TO -1 :
(4.07)
(-I)/5 * LOG(CEI(I + 1) * CPXGUV(I + 1) * UTARIFF(I + 1)/UPGNP(I + 1))) - 14.3313 *
(3.88)
SUM(I = -4 TO -1

(I/5)**2 * LOG(CEI(I + 1) * CPXGUV(I + 1) * UTARIFF(I + 1)/UPGNP(I + 1))) -

0.03955 * Q1 + 0.022661 * Q2 - 0.0982 * Q3 + MUC_ERR * BETA

17. MULV: (MULV) IMPORTS OF THE US FROM LDCS --NOMINAL $

LOG (MULV/LPXGUV) = =14.7401 + 2.32761 * LOG(UGNPPOT) + .235141 * (LOG(UGNP) - LOG(UGNPPOT))
(1.82) (.28) (.5)

+  .243972 * SUM(I = -7 TO -1
(.05)

((I/8)**2 - (-I)/8) * LOG(LPXGUV(I + 1) * UTARIFF(I + 1)/UPGNP(I + 1)))

+ .252928 * LOG(MULV(-1)/LPXGUV(-1)) + 0.012298 * Q1 + 0.005065 * Q2 + 0.024694 * Q3 +
(.08)

MUL_ERR * BETA

18. MUIV: (MUIV) IMPORTS OF THE US FROM OTHER OECD--NOMINAL $

LOG (MUIV/IPXGUV) = -10.1215 + 1.64189 * LOG(UGNPPOT) + 1.10871 * (LOG(UGNP) - LOG (UGNPPOT))

(1.84) (.27) (.69)
+ .355057 * SUM(I = -9 TO - 1 : LOG(IPXGUV(I + 1) * UTARIFF(I + 1)/UPGNP(I + 1)))
(.13)
- 2.43673 *
(.65)

SUM(I = -9 TO -1 : (~-I)/10 * LOG(IPXGUV(I + 1) * UTARIFF(I + 1)/UPGNP(I + 1)))

+ 2.55502 *
(.64)

SUM(I = -9 TO -1 : (I/10)**2 * LOG(IPXGUV(I + 1) * UTARIFF(I + 1)/UPGNP(I + 1)))

+ .2914 * LOG(MUIV(-1)/IPXGUV(-1)) - 0.010306 * Q1 + 0.007628 * Q2 - 0.022243 * Q3 +
(.08)

MUI_ERR * BETA
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24. UMQFLNSI: (JMQFLNSI) U.S. OIL IMPORTS (MB/D - NSA - IA)

UMQFLNSI = UMQFLNSD + UDICONV

25. UMQGFL: (UMQGFL) U.S. OIL IMPORTS (MB/D - SA - IA)

UMQGFL = UMQFLNSI/UMQFLSF

26. UMGFLV: (UMGFLV) U.S. OIL IMPORTS (BIL $ - AR)

UMGFLV = UMQGFL * 0.365 * UPMGFLUV + UMGFLV_ERR

27. MUOV: (MUOV) IMPORTS OF THE US FROM OPEC --NOMINAL $

MUOV = UMGFLV - UMOILNO
28. CPXGUV: (CPXGUV) CANADIAN EXPORT UNIT VALUE - DOM. CUR. - 1972
LOG (CPXGUV) = -.039944 - .069554 * LOG(CPGNP) + .753617 * LOG(CEI)
(.02) (.06) (.22)
+ .967298 * LOG(UPXGUV/CEI) + .229577 * LOG(CPXGUV(-1i)} + CPXGUV_ERR * BETA
(.18) (.14)
29. EXUVI: (EXUVI) UK NON-OIL EXPORT UNIT VALUE -~ DOM. CUR. - 1972
LOG (EXUVI) = .230468 - .046328 * LOG(EPGNP) + .059669 * LOG(EEI)
(.14) (.095) (.04)
+ .108211 * LOG(UPXGUV/EEI) + .943493 * LOG(EXUVI(-1)) + EXUVI_ERR * BETA
(.C5) (.04)
30. EPXGUV: (EEXGUV) UK EXPORT UNIT VALUE - DOM. CUR. ~ 1972
LOG (EPXGUV) = -1.31398 + .032919 * LOG(OPOIL72/EEI) + .385835 * LOG(EXUVI)
(.22) (.01) (.06)
+ .£67221 * LOG(EPXGUV(-1)) + EPXGUV_ERR * BETA
(.Cé)
31. GPXGUV: (GEXGUV) GERMAN EXPORT UNIT VALUE - DOM. CUR. - 1972
LOG (GPXGUV) = .003023 + .096257 * LOG(GPGNP) + .214093 * LOG(GEI)
(.01) (.06) (.02)
+ .201562 * LOG(UPXGUV/GEI) + .497963 * LOG(GPXGUV(-1l)) + GPXGUV_ERR * BETA

(.C4) (.06)



w
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JPXGUV: (JPXGUV) JAPAN EXPORT UNIT VALUE - DOM. CUR. - 1972
DEL (LOG (JPXGUV) ) = -.007357 + .656305 * DEL(LOG(JPGNP))
(.01) (.28)
+ .524274 * DEL(LOG(UPXGUV/JEI)) + JPXGUV_ERR * BETA
(.07)
IPXGUV: (IPXGUV) NIC EXPORT UNIT VALUE - DOM. CUR. - 1972
LOG (IPXGUV) = .067220 + .765143 * LOG(UFPXFTW) - .141551 * LOG (UPXGUV)
(.01) (.07) (.04)
+ .388414 * LOG(IPXGUV(-1l)) - .085484 * LOG(IPXGUV(-2)) + IPXGUV_ERR * BETA
(.08) (.06)
LPXGUV: (LPXGUV) LDC EXPORT UNIT VALUE - DOM. CUR. - 1972
LOG (LPXGUV) = .109064 + .337804 * LOG(UFPXFTW) - .017957 * LOG (UPXGUV)
(.02) (.11) (.06)
+ .860083 * LOG(LPXGUV(-1)) - .257118 * LOG(LPXGUV(-2)) + LPXGUV_ERR * BETA
(.14) (.13)
UPXGUV: (UPXGUV) US EXPORT UNIT VALUE - 1972 $
LOG (UPXGUV) = .042241 + .144186 * LOG(UFPXFTW) + .265872 * LOG(UPGNP)
(.01) (.03) (.05)

+ .086126 * LOG(OPOIL72) + .355324 * LOG(UPXGUV(-1)) + UPXGUV_ERR * BETA
(.01) (.07)

MUTV: (MUTV) TOTAL IMPORTS OF THE US --NOMINAL $

MUTV = MUCV + MUEV + MUGV + MUJV + MUIV + MULV + MUOV + MUZV
XUTV: (XUTV) TOTAL EXPORTS OF THE US --NOMINAL $

XUTV = XUCV + XUEV + XUGV + XUJV + XUIV + XULV + XUOV + XUZV
UTRADE : (UTRADE) U.S. TRADE BALANCE -- NOMINAL $

UTRADE = XUTV - MUTV



VARIABLE | EQUATION NUMBER

BETA

CEI
CGNP
CGNPPOT
CPGNP
CPXGUV
CPXGUV_ERR
D7731
EEI
EGNP
EGNPPOT
EPGNP
EPXGUV
EPXGUV ERR
EXUVI
EXUVI_ERR
GEI
GGNP
GGNPPOT
GPGNP
GPXGUV
GPXGUV_ERR
GUPCOMP
IGNPTRD
IPXGUV
IPXGUV ERR
JEI
JGNP
JGNPPOT
JPGNP
JPXGUV
JPXGUV_ERR
LGNPTRD
LPXGUV
LPXGUV_ERR

MCU ERR

MCUV

MEU_ERR
MEUV
MGU_ERR
MGUV
MJU ERR
MJUV
MUC ERR
MUCV
MUE_ERR
MUEV
MUG ERR
MUGV
MUI_ERR
MUIV
MUJ_ERR
MUJV
MUL ERR
MULV
MUOV
MUTV
MUZV
OPOIL72
Q1
Q2
03
ROWIPEEC
ROWIPLDC
UDICONV
UFLCIS
UFLCNS ERR
UFLQLUNS
UFLSCNS
UFLUCQNS
UFPXFTW
UGNP
UGNPPOT
UGP COMP

FOwYwwYwRroowm

28

i0
10
10

30
13
29

11
11
11

31

i8
33

12
12
12

32
19
17
34

10
11
12

16
16
13
13
14
14
18
18
15
15
17
17
27
36
36
20

21
19
24
22
22
23
23
23

13
13

11

21

w
NN

19

10
11
12
36
36
36

36

23

19
14
14
14

30

10

10

33

34

~N g o,

21
15
15
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VARIABLE | EQUATION NUMBER
UJPCOMP 3 15
UMGFLV 26 27
UMGFLV_ERR 26
UMOILNO 27
UMQFLNSD 23 24
UMQFLNSI 24 25
UMQFLSF 25
UMQGFL 25 26
UPGNP 13 14 15
UPMGFLUV 26
UPXGUV 9 10 11
UPXGUV_ERR 35
URPL 22
UTARIFF 13 14 15
UTRADE 38
UXQFLNS 23
XOTV 20
XUC_ERR S
Xucv S5 37
XUE_ERR 6
XUEV 6 37
XUG_ERR 7
XUGV 7 37
XUI_ERR 21
XUIV 21 37
XUJ_ERR 8
XuJav 8 37
XUL_ERR 19
XULV 19 37
XUO_ERR 20
Xuov 20 37
XUTV 37 38
Xuzv 37

16
12

16

17

19

17

18
20

18

21
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28

29

31

32

35



MNEMONIC | EQUATICN
BETA (EXOG)
CEI (EXOG)
CGNP  (E3O0G)
CGNPPOT (EOG)
CPGNP  (E}OG)
CPXGUV 28
CPXGUV_ERR (E}OG)
D7731 (EXOG)
EEI (EXOG)
EGNP (E}OG)
EGNPPOT (EXOG)
EPGNP (EXOG)
EPXGUV 30
EPXGUV_ERR (E}OG)
EXUVI 29
EXUVI_ERR (E3OG)
GEI (E¥OG)
GGNP  (EXOG)
GGNPPOT (EXOG)
GPGNP  (E30G)
GPXGUV 31
GPXGUV_ERR (E0G)
GUPCOMP 2
IGNPTRD (EYOG)
IPXGUV 33
IPXGUV_ERR (E}OG)
JEI  (EXOG)
JGNP  (E¥O0G)
JGNPPOT (E3O0G)
JPGNP  (E¥OG)
JPXGUV 32
JPX3UV_ERR  (EXOG)
LGNPTRD (EXOG)
LPXGUV 34
LPXGUV_ERR (EXOG)
MCU ERR (EXOG)
MCUV 9
MEU ERR (EXOG)
MEUV 10
MGU_ERR  (EXOG)
MGUV 11
MJU ERR (EXOG)
MJuv 12
MUC_ERR (EXOG)
MUCV 16
MUE_ERR (EXOG)
MUEV 13
MUG_ERR (EXOG)
MUGv 14
MUI _ERR (EXOG)
MUIV 18
MUJ _ERR (EXOG)
MuJv 15
MUL ERR (EXOG)
MULV 17
MUOV 27
MUTV 36
MUZV  (EXOG)
OPOIL72 (EXOG)
Q1  (EXOG)
Q2 (EXOG)
Q3  (EXOG)
ROWIPEEC (EXOG)
ROWIPLDC (EXOG)
UDICONV (EXOG)
UFLCNS 22
UFLCNS_ERR  (EXOG)
UFLQLUNS (EXOG)
UFLSCNS (EXOG)
UFLUCQONS (EXDG)
UFPXFTW 4
UGNP  (EXDG)
UGNPPOT  (EXDG)
UGPCOMP 1
UJPCOMP 3
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ALPHABETICAL LIST OF VARIABLES FOR MODEL

DEFINITION

PARAMETER

US—-CANADA EXCHANGE RATE (US$/C$)~--INDEX 1972
CANADIAN REAL GNP--DCMESTIC CURRENCY~-1972
CANADIAN POTENTIAL OUTPUT--DOMESTIC CURRENCY--1972
CANADIAN GNP DEFLATOR~-DOMESTIC CURRENCY--1972
CANADIAN EXPORT UNIT VALUE--DOMESTIC CURRENCY--1972
RESIDUAL IN CPXGUV EQUATION

DUMMY VARIABLE = 1 IN 77 Q4

US-UK EXCHANGE RATE (USS$/POUND)--INDEX 1972
BRITISH REAL GNP--DOMESTIC CURRENCY--1972

BRITISH POTENTIAL OUTPUT--DOMESTIC CURRENCY--1972
BRITISH GNP DEFLATOR--DOMESTIC CURRENCY-~1972
BRITISH EXPORT UNIT VALUE--DOMESTIC CURRENCY--1972
RESIDUAL IN EPXGUV EQUATION

NON-OIL UNIT VALUE FOR THE UK--1972=1

RESIDUAL IN EXUVI EQUATION

US-GERMANY EXCHANGE RATE (US$/DM)--INDEX 1972
GERMAN REAL GNP--DOMESTIC CURRENCY--1972

GERMAN POTENTIAL OUTPUT--DOMESTIC CURRENCY--1972
GERMAN GNP DEFLATOR-~DOMESTIC CURRENCY~--3972
GERMAN EXPORT UNIT VALUE--DOMESTIC CURRENCY--1972
RESIDUAL IN GPXGUV EQUATION

THIRD COUNTRY PRICE FOR GERMAN-US TRADE

LOG OF OTHER OECD TREND OUTPUT-~-DOMESTIC CURRENCY--1972

OTHER OECD EXPORT UNIT VALUE--DOMESTIC CURRENCY--1972
RESIDUAL IN IPXGUV EQUATION
US-JAPAN EXCHANGE RATE (US$/YEN)~--INDEX 1972

JAPANESE REAL GNP--DOMESTIC CURRENCY--1972

JAPANESE POTENTIAL OUTPUT--DOMESTIC CURRENCY--1972
JAPANESE GNP DEFLATOR--DOMESTIC CURRENCY--1972
JAPANESE EXPORT UNIT VALUE--DOMESTIC CURRENCY--1972
RESIDUAL IN JPXGUV EQUATION

LOG OF LDCS
LDCS EXPORT

TREND OUTPUT--DOMESTIC CURRENCY--1972
UNIT VALUE--DOMESTIC CURRENCY--1972
RESIDUAL IN LPXGUV EQUATION

RESIDUAL IN MCUV EQUATION

CANADIAN IMPORTS FROM US ($)

RESIDUAL IN MEUV EQUATION

UK IMPORTS FROM US--NOMINAL $

RESIDUAL IN MGUV EQUATION

GERMAN IMPORTS FROM THE US ~--NOMINAL $

RESIDUAL IN MJUV EQUATION

IMPORTS OF JAPAN FROM THE US --NOMINAL $

RESIDUAL IN MUCV EQUATION

IMPORTS OF THE US FROM CANADA -~-NOMINAL $
RESIDUAL IN MUEV EQUATION

IMPORTS OF THE US FROM THE UK --NOMINAL $
RESIDUAL IN MUGV EQUATION

IMPORTS OF THE US FROM GERMANY ~-NOMINAL $
RESIDUAL IN MUIV EQUATION

IMPORTS OF THE US FROM OTHER OECD--NOMINAL $
RESIDUAL IN MUJV EQUATION

IMPORTS OF THE US FROM JAPAN --NOMINAL $
RESIDUAL IN MULV EQUATION

IMPORTS OF THE US FROM LDCS --NOMINAL $

IMPORTS OF THE US FROM OPEC --NOMINAL $

TOTAL IMPORTS OF THE US --NOMINAL $

US IMPORTS FROM THE RESIDUAL REGION--NOMINAL $
NOMINAL OIL PRICE INDEX FOR OPEC--1972=1

DUMMY VARIABLE = 1 IN FIRST QUARTER - ZERO OTHERWISE
DUMMY VARIABLE 1 IN SECOND QUARTER - ZERO OTHERWISE
DUMMY VARIABLE 1 IN THIRD QUARTER - ZERO OTHERWISE
OTHER OECD REAL GNP

LDCS REAL GNP

[l

DOE-BASED IMPORTS TO IA-BASED IMPORTS COVERSION FACTOR (MB/D)

OIL CONSUMPTION (MB/D - NSA)
RESIDUAL IN UFLCNS EQUATION

DOMESTIC PETOLEUM PRODUCTION LESS UNACCOUNTED FOR CRUDE

OIL STOCKBUILDING (MB/D - NSA)

DOMESTIC PETROLEUM UNACCOUNTED FOR CRUDE
US FOREIGN IMPORT PRICES

US REAL GNP--DOMESTIC CURRENCY--1972

US POTENTIAL OUTPUT--DOMESTIC CURRENCY--1972
THIRD COUNTRY PRICE FOR US-GERMAN TRADE
THIRD COUNTRY PRICE FOR US-JAPAN TRADE

(MB/D)
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MNEMONIC | EQUATION | DEFINITION
UMGFLV 26 OIL IMPORTS (BIL $ - AR)
UMGFLV_ERR (EXOG) RESIDUAL IN UMGFLV EQUATION
UMOILNO (EXOG) NON-OPEC OIL IMPORTS (BIL $ - AR)
UMQFLNSD 23 OIL IMPORTS (MB/D - NSA - DOE)
UMQFLNSI 24 OIL IMPORTS (MB/D - NSA - IA)
UMQFLSF  (EXOG) OIL IMPORTS (IA) SEASONAL FACTORS
UMQGFL 25 OIL IMPORTS (MB/D - SA - AI)
UPGNP  (EXOG) US GNP DEFLATOR--DOMESTIC CURRENCY--1972
UPMGFLUV  (EXOG) AVERAGE IMPORT PRICE OF CRUDE OIL ($/BARREL)
UPXGUV 35 US EXPORT UNIT VALUE--DOMESTIC CURRENCY--1972
UPXGUV_ERR (EXOG) RESIDUAL IN UPXGUV EQUATION
URPL (EXOG) RELATIVE PRICE OF OIL TO US GNP DEFLATOR ('82 = 100)
UTARIFF (EXOG) MULTILATERAL US TARIFF~~INDEX 1972=1
UTRADE 38 US TRADE BALANCE
UXQFLNS (EXOG) OIL EXPORTS (MB/D - NSA)
XOTV  (EXOG) TOTAL EXPORTS OF THE US ~-NOMINAL $
XUC_ERR  (EXOG) RESIDUAL IN XUCV EQUATION
XUCcv 5 EXPORTS OF THE US TO CANADA --NOMINAL $
XUE_ERR (EXOG) RESIDUAL IN XUEV EQUATION
XUEV 6 EXPORTS OF THE US TO THE UK --NOMINAL $
XUG_ERR (EXOG) RESIDUAL IN XUGV EQUATION
XUGv 7 EXPORTS OF THE US TO GERMANY --NOMINAL $
XUI_ERR (EXOG) RESIDUAL IN XUIV EQUATION
XUIV 21 EXPORTS OF THE UNITED STATES TO OTHER OECD --NOMINAL $
XUJ_ERR (EXOG) RESIDUAL IN XUJV EQUATION
XoJgv 8 EXPORTS OF THE US TO JAPAN --NOMINAL $
XUL_ERR (EXOG) RESIDUAL IN XULV EQUATION
XULV 19 EXPORTS OF THE US TO LDCS -- NOMINAL $
XUO _ERR (EXOG) RESIDUAL IN XUOV EQUATION
Xuov 20 EXPORTS OF THE US TO OPEC =~- NOMINAL $
XUTV 37 TOTAL EXPORTS OF THE US --NOMINAL $

XUzV  (EXOG) US EXPORTS TO 'THE RESIDUAL REGION--NOMINAL $
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Model M5
1. UGBAL: (UGBAL) TRADE BALANCE (BIL $ - AR)
UGBAL = UPXGUV * UXG/100 - UPMGUV * UMG/100 + UGBAL_ERR
2. UPXGUV: (UPXGUV) NIA EXPORT PRICE DEFLATOR (1982 = 100)
LOG (UPXGUV) = =-.310208 + 1.42173 * LOG(UFXGUV(-1)) - .594597 * LOG(UPXGUV(-2))
(.11) (.12) (.19)
- .022391 * LOG(UPXGUV(-3)) + .135142 * LOG(UPXGUV(-4)) - .043882 * LOG {UPMGUV (-1))
(.2) (.13) (.07)
+ .077585 * LOG(UPMGUV(-2)) - .027915 * LOG(UPMGUV(-3)) - .030658 * LOG (UPMGUV (-4))
(.1) (.1) (.06)
+ .026889 * LOG(UXG(~1)) + .116617 * LOG(UXG(-2)} + .030266 * LOG (UXG(-3))
(.04) (.05) (.06)
- .073.10 * LOG(UXG(-4)) + .097470 * LOG(UMG(-1l)) =~ .119971 * LOG (UMG({-2))
(.04) (.04) (.05)
~ .006279 * LOG(UMG(-3)) + .057275 * LOG(UMG(-4)) + BETA * UPXGUV_ERR
(.05) (.04)
3. UrM3UV: (UPMGUV) NIA IMPORT PRICE DEFLATOR (1982 = 100)
LOG (UPMGUV) = -.806668 + .784628 * LOG(UPXGUV(-1)) =~ .783668 * LOG(UPXGUV(-2))
(.23) (.26) (.43)
+ .183464 * LOG(UPXGUV(-3)) + .091693 * LOG(UPXGUV(-4)) + 1.1326 * LOG(UPMGUV(-1))
(.43) (.27) (.14)
- .312438 * LOG(UPMGUV(-2)) - .203548 * LOG(UPMGUV(-3)) + .084087 * LOG (UPMGUV (-4) )
(.21) (.21) (.13)
- .083133 * LOG(UXG(-1)) + .207946 * LOG(UXG(-2)) + .054051 * LOG(UXG(-3))
(.09) (.11) (.11)
- .050733 * LOG(UXG(-4)) + .110731 * LOG(UMG(-1)) =~ .202262 * LOG(UMG(-2))
(.09) (.08) (.11)
+ .061135 * LOG(UMG(-3)) + .069211 * LOG(UMG(-4)) + BETA * UPMGUV_ERR
(.11) (.08)

4. UXG: (UXG) TOT2ZL EXPORTS (BIL 82% - AR)

LOG (UXG) = .214424 + .764065 * LOG(UPXGUV(-1)) - .851498 * LOG (UPXGUV (-2))
(.29) (.42) (.72)

- .288736 * LOG(UPXGUV(-3)) + .26305 * LOG(UPXGUV(-4)) + .234303 * LOG(UPMGUV(-1))
(.73) (.45) (.22)

- .18681 * LOG(UPMGUV(-2)) =~ .271705 * LOG(UPMGUV(-3)) + .34279 * LOG(UPMGUV(-4))
(.34) (.34) (.22)

+ .43074 * LOG(UXG(-1)) + .539094 * LOG(UXG(-2)) - .015956 * LOG(UXG(-3))
(.13) (.16) (.18)

- .227383 * LOG(UXG(-4)) + .189289 * LOG(UMG(-1)) - .259537 * LOG(UMG(~2))
(.14) (.11) (.16)

+ .078471 * LOG{UMG(-3)) + .214035 * LOG(UMG(-4)) + BETA * UXG_ERR
(.18) (.13)
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5. UMG: (UMG) TOTAL IMPORTS (BIL 82$% =~ AR)

LOG(UMG) = .292223 + .089976 * LOG(UPXGUV(-1)) + .036866 * LOG (UPXGUV(-2))
(.31) () (.87)
- .214123 * LOG(UPXGUV(-3)) + .689997 * LOG(UPXGUV(-4)) + .220799 * LOG .UPMGUV(-1))
(.88) (.51) (.26)
- .583616 * LOG(UPMGUV(-2)) + .054454 * LOG(UPMGUV(-3)) - .015538 * LOG UPMGUV(-4))
(.39) (.39) (.26)
- .286805 * LOG(UXG(-1)) + .512161 * LOG(UXG(-2)) - .35114 * LOG(UXG(-3))
(.14) (.16) (.21)
- .080596 * LOG(UXG(-4)}) + .991843 * LOG(UMG(-1)) =~ .352048 * LOG (UMG(-2))
(.16) (.11) (.16)
+ .276584 * LOG(UMG(-3)) + .007335 * LOG(UMG(-4)) + BETA * UMG_ERR
(.2) (.15)
CROSS REFERENCE LIST OF VARIABLES AND EQUATIONS
VARIABLE | EQUATION NUMBER
BETA 2 3 4 5
UGBAL 1
UGBAL_ERR 1
UMG 1 2 3 4 5
UMG_ERR 5
UPMGUV 1 2 3 4 5
UPMGUV_ERR 3
UPXGUV 1 2 3 4 5
UPXGUV_ERR 2
UXG 1 2 3 4 5
UXG_ERR 4

MNEMONIC | EQUATION

BETA

UGBAL
UGBAL_ERR
UMG
UMG_ERR
UPMGUV
UPMGUV ERR
UPXGUV
UPXGUV_ERR
UXG
UXG_ERR

(EXOG)
1
(EXOG)
S
(EXOG)
3
(EXOG)
2
(EXOG)
4

(EXOG)

ALPHABETICAL LIST OF VARIABLES FOR MODEL

DEFINITION

PARAMETER

TRADE BALANCE (BIL $ - AR)

STATISTICAL DISCREPANCY

TOTAL IMPORTS (BIL 82$ - AR)

IMPORT VOLUME RESIDUAL

NIA IMPORT PRICE DEFLATOR (1982 = 100)
IMPORT PRICE DEFLATOR RESIDUAL

NIA EXPORT PRICE DEFLATOR ( 1982 = 100)
EXPORT PRICE DFLATOR RESIDUAL

TOTAL EXPORT VOLUME (BIL 82$ - AR)
EXPORT VOLUME RESIDUAL
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Model M6
1. UGBAL: (UGBAL) U.S. TRADE ACCOUNT
UGBAL = -.914117 + 1.04369 x UGBAL(-1) + BETA * UGBAL_ERR
(1.252224) (0.03451)

CROSS REFERENCE LIST OF VARIABLES AND EQUATIONS

VARIABLE | EQUATION NUMBER

BETA
UGBAL
UGBAL_ERR

[

ALPHABETICAL LIST OF VARIABLES FOR MODEL

MNEMONIC | EQUATION | DEFINITION

BETA (EXOG) PARAMETER
UGBAL 1 U.S. TRADE ACCOUNT
UGBAL_ERR (EXOG) RESIDUAL OF ARl EQUATION
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