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ABSTRACT

This paper examines the evaluation of models claimed to be relevant for policy making purposes. A number of tests are proposed to determine the usefulness of such models in the policy making process. These tests are applied to three empirical examples.
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§1. Introduction

Applied economic research produces many empirical models of various parts of the economy. The models are evaluated in a variety of ways, some will report the specification search used to reach the final model, some will employ a battery of specification tests looking at missing variables, parameter consistency or heterogeneity, some will use cross-validation on post sample evaluation techniques, and so forth. Discussion of these procedures and some difficulties that arise can be found in the book of readings, Granger (1990). Many applied papers, as well as some theoretical ones, will end with a section on the "policy implications" of the model. These sections rarely emphasize that strictly the policy implications only follow if the model is correct and is the actual data generating mechanism, which is an unreasonably strong assumption. It is also an assumption that cannot be true if one has two competing policy models. Of course models are built for a variety of purposes and some are fairly easy to evaluate or to compare. For example if two models are built to provide forecasts, they can be run in real time, after the date of the construction, and the forecasts compared using some pre-agreed cost function or criterion. This approach is less easy to apply to a policy model. A complete evaluation would require some organization, such as the Federal Reserve, to use the model to decide on policy and then to see how well the policy thus achieved actually performs. It is unlikely that most models can be evaluated in such a manner, and so less ambitious methods are required.

† The first author is a Professor of Economics at the University of California, San Diego and the second author is a graduate student at the same institution. This paper was revised while the first author was a Visiting Scholar at the Federal Reserve Board. This paper represents the views of the authors and should not be interpreted as reflecting the views of the Board of Governors of the Federal Reserve System or members of its staff. Partially supported by NSF grant SES 89-02950.
In this paper we start with a given model that is claimed to have been built for policy purposes. We consider what are the implications of this model being used by a policy maker to try to keep a single variable of interest near to a series of target values. To do this, a policy variable has its value chosen by use of the model. As background variables change and as targets alter, so the policy variable will take a series of values. It can be argued that each different policy value represents a new "policy regime" but we would prefer to keep this phrase to indicate more momentous, less frequent events such as a change in the variable of interest (from unemployment to inflation) or of the policy variable (from interest rates to money supply) or of the policy model being utilized. In these cases the Lucas critique becomes relevant and tests of super-exogeneity can be employed, as in Engle and Hendry (1989). This is an important aspect of policy model evaluation which we will not consider here, but see Hoover and Sheffrin (1990). We will not consider also the argument from the rational expectations literature that policy cannot be successful, although that argument could be used to give an interpretation to some of our results.

It has been suggested that modern policy makers do not consider specific targets and so the type of control mechanism considered here is unrealistic. As a counter-example, it may be noted that the finance ministers of the G-7 countries meet twice a year to give targets for ten or so indicators of their economies, for use in international policy coordination; as discussed by Frankel (1990). Other examples are also available. It should be noted that the G-7 targets are not made public, and so cannot be used by most economists in evaluation exercises.

In what follows we will assume that targets exist but are not known. It is also assumed that policy makers are optimizing rather than satisficing. A good discussion of alternative approaches to policy is given by van Velthoven (1990).

§2. The Control Mechanism

Suppose that the proposed policy model takes the form

$$Y_t = a + bC_t + kX_t + e_t$$

(2.1)

where $Y_t$ is the variable that the decision maker is trying to influence, called the variable of interest, such as unemployment, $C_t$ is the variable that the decision maker has available as a policy variable, such as money supply, $X_t$ is a vector of other variables that influence $Y_t$, and $e_t$ is the residual, taken to be zero mean white noise. (2.1) is often called the plant equation in the control literature. For the moment it will be assumed that the coefficients $a$, $b$, $k$ are constant, and in
particular do not change as $C_t$ changes. Let $T_t$ denote a target series, which is the desired values of $Y_t$. Denote $ce_t = Y_t - T_t$, the control error and let $S(ce)$ be the cost function of the decision maker, representing the cost of an error $ce$.

The objective of the policy maker will be taken to be to manipulate $C_{t+1}$ so that $Y_{t+1}$ is as close as possible to $T_{t+1}$ when using a one-step horizon. More precisely the policy maker will chose $C_{t+1}$ to minimize $E_t[S(ce_{t+1})]$. It should be noted that it is generally not possible to equate $Y_{t+1}$ with $T_{t+1}$ because $X_t$ and $e_t$ are random variables that are not perfectly forecastable or controllable. The timing is also important as $C_{t+1}$ and $T_{t+1}$ are determined at time $t$ but in a sense do not become operative until time $t + 1$. Replacing $t$ by $t + 1$ in (2.1) and using a least-squares cost function suggests that the forecast of $Y_{t+1}$ made at time $t$ is

$$f_{t,1}^Y = a + bC_{t+1} + kf_{t,1}^X$$

(2.2)

if $C_{t+1}$ is known, as it is potentially for the decision maker. Here $f_{t,1}^X$ is the optimum one-step forecast of $X_t$ using information available as time $t$ plus $C_{t+1}$. Requiring this forecast to be equal to the target, gives

$$C_{t+1} = b^{-1}[T_{t+1} - a - kf_{t,1}^X]$$

(2.3)

and then the forecast error will be,

$$ec_{t+1} = e_{t+1} + k(X_{t+1} - f_{t,1}^X).$$

Thus if the decision maker were using (2.1) to determine the policy, the values for the policy variable would be given by (2.3). Given a satisfactory method of forecasting $X_{t+1}$ everything else in (2.3) can be taken as known.

To an outsider things are rather different as $C_{t+1}$ will not be known at time $t$ and neither will be $T_{t+1}$. The first can be forecast but there is often little direct information about targets.

To an outsider, the best forecast of $Y_{t+1}$ will be

$$g_{t,1}^Y = a + bg_{t,1}^C + kg_{t,1}^X$$

according to the model (2.1), which is being investigated, where $g_{t,1}^X$ is the optimum one step forecast of $X_{t+1}$ using just information available at time $t$, not including $C_{t+1}$. The forecast error will now be

$$\epsilon_{t+1} = Y_{t+1} - g_{t,1}^Y$$
\[ = e c_{t+1} + b(C_{t+1} - g_{t,1}^C) + k(f_{t,1}^X - g_{t,1}^X) \]

As these two components will be uncorrelated if (2.1) is correct (as otherwise the size of \( ec_{t+1} \) could be reduced), one gets

\[ E[\varepsilon^2_{t+1}] \geq E[ec^2_{t+1}] \quad (2.4) \]

in general. This suggests the following test for evaluating a policy model. The conditional forecast, using information in \( C_{t+1} \), of \( Y_{t+1} \) should on average be superior to the unconditional forecast, using just information available at time \( t \) to an outsider. Note that both forecasts are constructed directly from the model that is being evaluated. Of course without this constraint, the conditional forecast should always be better than the unconditional forecast, on average, as it is based on more information. It should be noted that equality holds in (2.4) only if \( C_{t+1} = g_{t,1}^C \), that is the control variable \( C \) is perfectly forecastable from the information set \( I_t \).

In this case the decision maker cannot influence \( C \) and so this variable is irrelevant as a control. If the model (2.1) is correct it follows from (2.3) that if \( C \) is perfectly forecastable, so will be the target series, \( T_t \) and also there is no instantaneous causation from \( C_t \) to \( X_t \). In these circumstances, the model (2.1) or any other model would not be relevant for control purposes. Thus non-rejection of the null hypothesis of equality in (2.4) is equivalent to rejection of (2.1) as a control model. As this hypothesis can be rejected in many ways, it does not follow that (2.1) is useful for policy if the hypothesis is rejected. This evaluation technique is clearly relevant for a model that claims to be a policy model and is illustrated in the next section. It is also briefly discussed in Chong and Hendry (1986).

Nevertheless, (2.3) can be used to estimate the target series as

\[ \hat{T}_{t+1} = bC_{t+1} + a + kf_{t,1}^X \quad (2.5) \]

using the observed value of \( C_{t+1} \) and the forecast of \( X_{t+1} \). If some of the estimated target values are unrealistic, such as negative unemployment or very high inflation rates, this would clearly imply that the model is inadequate. A more technical test can be used when \( Y_t \) is \( I(1) \), so that the change series \( \Delta Y_t \) is stationary, say. It was pointed out in Granger (1988) that if a policy control is somewhat successful, then at the very least \( Y_t \) and \( T_t \) must be cointegrated. It follows that \( Y_t \) and \( \hat{T}_t \) will be cointegrated, which implies that \( Y_t - bC_t - kX_t - a \) is \( I(0) \) or stationary, which can be tested using standard unit root tests. This evaluation technique is discussed in section 4.

To summarize this discussion, there are several evaluation tests that can be applied to a model that is claimed to be relevant for policy selection, assumed to be of form (2.1).
Test 1

From the model two (sets of) forecasts can be constructed. The "unconditional" one-step forecast of $Y_{t+1}$ made at time $t$, is

$$ g_{t,1}^Y = a + bg_{t,1}^C + kg_{t,1}^X $$

where $g_{t,1}^C$ is the optimal one-step forecast of $C_{t+1}$ made at time $t$ using the information set $I_t : X_{t-j}, C_{t-j}, j \geq 1$ and similarly for $X$. "Conditional" one-step forecasts are now made of the form

$$ f_{t,1}^Y = a + bC_{t+1} + kf_{t,1}^X $$

where now $f^Y$ and $f^X$ are the optimal one-step forecasts based on the large information set $J_t : I_t, C_{t+1}$ acting as though $C_{t+1}$ is known at time $t$, which is correct for the decision made in this framework. Forecast errors will result from the two forecasts

$$ \epsilon_{t+1} = Y_{t+1} - g_{t,1}^Y $$

and

$$ ec_{t+1} = Y_{t+1} - f_{t,1}^Y $$

and the null hypothesis tested is equality of the mean squared errors of $\epsilon$ and $ec$. Assuming that these errors have zero means, the null hypothesis is easily tested using the procedure discussed in chapter 9 of Granger and Newbold (1987). Define

$$ D_t = \epsilon_t - ec_t $$

$$ S_t = \epsilon_t + ec_t $$

and the null hypothesis is then equivalent to testing $\text{correlation}(D_t, S_t) = 0$, which follows by noting that $\text{cov}(D_t, S_t) = E[\epsilon_t^2 - ec_t^2]$. The test employed in the next section is to regress $S$ on a constant and $D$. If the coefficient of $D$ is significantly different from zero, conclude that SSE of the conditional forecasts is significantly different from the SSE of the unconditional forecast; otherwise conclude they are not. This is the test that is emphasized in the following section. Non-rejection of the null hypothesis is equivalent to a rejection of the usefulness of the model (2.1) for policy purposes. As the forecast horizon used by the policy maker is unknown, the test was repeated for horizons, 1,2,3, and 4 of the observational time unit.

Test 2

If the model (2.1) is correctly specified for the control variable, the conditional forecast should forecast encompass the unconditional forecast, as discussed in Chong
and Hendry (1986). This means that the poorer unconditional forecast contains no information that is helpful in improving the quality of the conditional forecast. This has to be true in theory if the forecasts are not being constructed from a given model. The test uses post-sample data to form the regression

\[ Y_{t+1} = a_1 + a_2 f_{t,1} + a_3 g_{t,1} + \text{residual} \]

and forecast encompassing occurs if \( a_2 = 1, a_1 = a_3 = 0 \) and the residual is white noise. Similar regressions can be formed for different horizon forecasts but are not reported below.

Test 3

From (2.5), under the assumption that the model (2.1) is correctly specified, the underlying target series can be estimated. The reasonableness of these estimates can be judged by the evaluator. Clearly, this is not a formal test.

Test 4

If the target series is \( I(1) \), then \( Y_t \) will be \( I(1) \), and this can be tested by standard techniques such as augmented Dickey-Fuller tests. It will then follow that \( z_t = Y_t - bC_t - kX_t - a \) is \( I(0) \), or stationary, with zero mean. Again \( z_t \) can be tested for the null of \( I(1) \) and, if this null is rejected and \( z_t \) has declining autocorrelations, one may accept its stationarity. Note that this is equivalent to testing for cointegration between \( Y_t, C_t, \) and \( X_t \) but with given coefficients, as determined by the model. If these coefficients were unconstrained and \( X_t \) included lagged \( Y_t, \) the test would be of little interest as \( z_t \) should then always be \( I(0) \).

Test 5

In the above test, it is assumed that the target series \( T_t \) is unobserved, which is usually the case. If the targets are available, \( C_{t+1} \) could be estimated from (2.3), giving \( \hat{C}_{t+1} \), and then a regression run of the form

\[ C_{t+1} = \alpha + \beta \hat{C}_{t+1} + \text{error} \]

and the null hypothesis that the model is correct is tested for the joint requirements that \( \alpha = 0, \beta = 1, \) \text{error} = white noise. This test is not considered in the following section.

Test 6

A further test that can be performed, but which is also not considered in the empirical sections, is to ask if some other policy variable (or its unanticipated component) is missing from the model. Thus, for example, in a model relating money
supply to unemployment, unanticipated government expenditure can be considered as a possible missing variable using a Lagrange Multiplier test. If such a potential control variable is missing, the original model cannot be used as a successful policy model.

It should be noted that these tests are not necessarily strong ones and represent only necessary conditions that a policy model should possess. The tests are for a single model and may not be helpful in comparing models. It is also assumed that $C_t$, or a component of it, is a potentially controllable variable. The tests are not inter-related in a simple way as they concentrate on different types of possible mis-specification of (2.1).

To perform tests 1 and 2 it is necessary to form unconditional forecasts of the control variable $C_t$. This will usually come from a reduced form regression of $C_t$ on various explanatory variables, including lagged $C_t$. This regression can be thought of as an approximation to a reaction function for $C_t$. Clearly, if this equation is badly specified then this could be a reason why the null hypothesis considered in the two tests are rejected. In the empirical model considered in the next section, the control variable is taken to be the unanticipated change in money (denoted $DMR$), and thus its unconditional forecast will just be zero for all horizons.

There is relatively little discussion in econometrics about how to evaluate a policy model as compared to models designed for forecasting or hypothesis testing. In other disciplines there is consideration given to policy evaluation, but it is usually nontechnical, see for example Nagel (1990).

§3. An Application to a Model of the Unemployment Rate.

The first empirical example examines a model of the unemployment rate proposed by Barro and Rush (1980) which is based on the Natural Rate/Rational Expectations hypothesis. Although this model was not formulated for policy making purposes, it will be used to illustrate some of the concepts presented in this paper. The model of the unemployment rate consists of two equations: the money growth equation and the unemployment rate equation. The money growth equation is given by:

$$DM_t = a_0 + \sum_{j=1}^{6} a_{1j} DM_{t-j} + a_2 FEDV_t + \sum_{j=1}^{3} a_{3j} UN_{t-j} + DMR_t,$$

where $M$ is a quarterly average of $M1$, $DM_t = \log M_t - \log M_{t-1}$, $FEDV_t$ is an estimate of the deviation from the normal value of the real expenditure of the federal
government, $U$ is the quarterly average unemployment rate, and $UN_t = \log(\frac{U_t}{1-U_t})$. The residual, $DMR_t$, is the unanticipated change in the money supply, and is taken to be the control variable. Thus, for this example, the above equation is used only to estimate the control variable since it is unknown to the investigator.

The equation explaining movements in the unemployment rate is given by

$$UN_t = b_0 + \sum_{j=1}^{10} b_j DMR_{t-j} + b_2 MIL_t + b_3 UN_{t-1} + b_4 UN_{t-2} + \text{residual},$$

where $MIL = \text{(military personnel / male population aged 15-44)}$.

This equation is the plant equation. Note that the future values of $MIL_t$ are taken as known when forming the conditional and unconditional forecasts.

In addition, the following univariate model of the unemployment rate was used as a benchmark for comparison.

$$UN_t = a_0 + a_1 UN_{t-1} + a_2 UN_{t-2} + a_3 UN_{t-3} + \text{residual}.$$  

The above equations were estimated using quarterly data. The estimated money growth equation was

$$DM_t = .02 + .42 DM_{t-1} + .05 DM_{t-2} + .12 DM_{t-3}$$

$$- .15 DM_{t-4} + .28 DM_{t-5} - .03 DM_{t-6} + .01 FEDV_t$$

$$+ .01 UN_{t-1} + .004 UN_{t-2} - .009 UN_{t-3} + \text{residual}$$

$$T=148 [1952:1-1988:4] \quad R^2 = .51 \quad D.W. = 2.00 \quad \hat{\sigma} = .00710$$

(the modulus of t-values are shown in parentheses ). The estimate of Barro's un-
The employment equation was

\[ UN_t = -0.50 - 2.02 DMR_t - 1.19 DMR_{t-1} - 2.46 DMR_{t-2} \]

(6.03) (2.87) (1.64) (3.42)

- 2.51 DMR_{t-3} - 1.67 DMR_{t-4} - 1.71 DMR_{t-5}

(3.27) (2.06) (2.03)

- 2.14 DMR_{t-6} - 1.16 DMR_{t-7} - 1.00 DMR_{t-8}

(2.53) (1.40) (1.24)

- 0.08 DMR_{t-9} + 0.04 DMR_{t-10} - 0.76 MIL_t

(0.1) (0.05) (5.52)

+ 1.40 UN_{t-1} - 0.64 UN_{t-2} + \text{residual}

(19.64) (9.10)

\[ T = 123[1954 : 3 - 1985 : 1] \quad R^2 = 0.98 \quad D.W. = 2.06 \quad \hat{\sigma} = 0.04869 \]

The univariate model was estimated to be

\[ UN_t = -0.12 + 1.66 UN_{t-1} - 0.85 UN_{t-2} + 0.14 UN_{t-3} + \text{residual} \]

(2.45) (19.59) (5.67) (1.65)

\[ T = 138[1950 : 4 - 1985 : 1] \quad R^2 = 0.96 \quad D.W. = 2.01 \quad \hat{\sigma} = 0.06545 \]

In order to test the usefulness of this model for policy making purposes the following analysis was performed. First, the conditional and unconditional forecasts were computed for the model using data from 1985:1 to 1988:4. Recall that if the model is useful for policy purposes, then the conditional forecasts should outperform the unconditional forecasts. In order to determine whether this is the case, these forecasts were be compared in a number of ways. First, for test 1, the root mean sum of squared forecast errors (RMSFE) was computed and is displayed in Table 1. Note that for all forecast horizons, the RMSFE of the unconditional forecasts were smaller than the conditional forecasts.

While this suggests that the conditional forecasts do not outperform the unconditional forecasts, it is desirable to test whether the SSE are significantly different from each other.

Unfortunately, some of the assumptions necessary for the validity of this test appear to be violated in this example. In particular, the one-step ahead forecast errors appear to be autocorrelated and this serial correlation is not completely
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corrected for by assuming the the residuals from the relevant regression are AR(1). A similar problem seems to hold for the 2, 3, and 4 step ahead forecast errors. In some of the cases, the regression results also indicate that the forecast errors are biased. If, for illustrative purposes, the apparent violation of these two key assumptions is ignored, the conclusion drawn from the test results for all forecast horizons is that the SSE of the conditional and unconditional forecasts are not significantly different.

For test 2, the one-step regression was completely unsatisfactory, with \( f_{t,1} \) having a negative coefficient (of -1.12) and the residuals containing strong serial correlation, with Durbin-Watson statistic of .35. The results clearly indicate that conditions required from test 2 for the model to be satisfactory for policy purposes are not found.

Test 4 suggests that an additional test of model adequacy should be employed if the variable that the decision maker is trying to influence, \( Y_t \), is I(1): namely, the estimated target from the model under consideration should be cointegrated with \( Y_t \). As a first step in implementing this test, the augmented Dickey-Fuller (ADF) test with two lags and a constant term (see Granger and Newbold (1989) for a discussion of this test) was used to test for stationarity of the unemployment series. The test statistic was 2.95, thus the results are inconclusive as to whether the unemployment series is I(0) or I(1). However, it shall be assumed, for illustrative purposes, that \( U \) is I(1) so that the test for cointegration can be performed. The cointegrating regression of unemployment on the estimated target from Barro's model and a constant was run and the ADF test with two lags was used on the residuals from this regression to determine if they were I(0). The t-statistic from the Dickey-Fuller test with a constant term is 19.80, indicating that unemployment and the estimated target from Barro's model are cointegrated. Thus, the unemployment model does not fail this simple test.

For test 3, as a final test of the usefulness of the model for policy purposes, the estimated target series for the model was computed. It does not appear from Figure 1 that these values are unrealistic, so the model does not fail this simple test.

---

1 For this example, it should be noted that the estimated target was approximated by the in-sample fitted values from the unemployment model since the number of out-of-sample values was too small to perform the unit root test. In addition, \( UN \) and its associated target was transformed to levels since the unemployment models considered in this section estimate the I(0) variable, \( UN_t = \log \left( \frac{U_t}{1 + U_t} \right) \) where \( U_t \) is the quarterly average unemployment rate.

2 It should also be noted that the coefficients of the lagged terms in the univariate model for \( UN \) add almost to one \((1.66 - .85 + .14 = .95)\).
The above results, taken together, strongly suggest that the conditional forecasts are not superior to the unconditional forecasts and, thus, on this basis, we conclude, that the model is not useful for policy purposes. The error autocorrelation inter alia points to model mis-specification, and the latter may be why the forecast tests are what they are.

§4. An Application to Two Models of the Demand for Borrowed Reserves.

The second example examines two models of the demand for borrowed reserves. These models are relevant to policy since the Federal Reserve targets intermediate reserves, and borrowing from the Discount Window has an obvious impact on the reserves. In addition, studies by Keir (1981) and others suggest that the Federal Reserve uses a version of these models. The first model was proposed by Goldfeld and Kane (1966). Briefly, a bank is assumed to have an exogenous reserve need. It can either borrow from the Federal Reserve or from an alternative source. The bank minimizes its total cost of borrowing by choosing the optimal amount of borrowing from each source. The model proposed by Goldfeld and Kane is

\[ R_t^B = a_0 + a_1 K_t + a_2 R_{t-1}^B + a_3 \Delta R_t^{UB} + \epsilon_t \]

where \( R_t^B \) is the level of borrowing from the Discount Window, \( \Delta R_t^{UB} \) is the change in unborrowed reserves, \( K = i_D - i_S \), and \( i_D \) is the discount rate, and \( i_S \) is the interest rate of the alternative source.

Dutkowsky (1984) extended Goldfeld and Kane’s model by arguing that a switching regression model gave a more accurate representation of the behavior of unborrowed reserves. The switching regression model proposed by Dutkowsky is

\[ R_t^B = \begin{cases} a_0^L + a_1^L K_t + a_2^L R_{t-1}^B + a_3^L \Delta R_t^{UB} + \epsilon_t^L & \text{if } K \leq K^* \\ a_0^U + a_1^U \log K_t + a_2^U R_{t-1}^B + a_3^U \Delta R_t^{UB} + \epsilon_t^U & \text{if } K > K^* \end{cases} \]

where \( K^* \) is an unobservable switching point that needs to be estimated. The discount rate \( i_D \) is the control variable throughout this section.

The above models were estimated using seasonally adjusted monthly data. Due to the difference in the sample period and the seasonal adjustment of the data, an additional lag of \( R_t^B \) was found to be significant and included in the regression results. The Goldfeld and Kane model was estimated to be

\[ R_t^B = 97.18 + 91.06 K_t + 1.03 R_{t-1}^B - .24 R_{t-3}^B - .12 \Delta R_t^{UB} + \text{residual} \]

\[ (6.02) \quad (6.19) \quad (22.93) \]

\[ (6.71) \quad (4.11) \]
For the Dutkowsky model, the unobservable switchpoint, $K^*$, which maximized a likelihood function was found using a grid search and estimated to be 0.15. Dutkowsky's estimated model was: for $K_t > .15$

\[
R_t^B = 225.93 + 107.35 \log(K_t) + 1.06 R_{t-1}^B
\]

\[
(5.78) \quad (4.86) \quad (21.70)
\]

\[-.27 R_{t-3}^B - .15 \Delta R_t^{UB} + \text{residual}
\]

\[
(6.66) \quad (4.16)
\]

and, for $K_t \leq .15$,

\[
R_t^B = 77.45 + 64.76 K_t + .81 R_{t-1}^B
\]

\[
(2.87) \quad (1.92) \quad (6.74)
\]

\[-.07 R_{t-3}^B - .005 \Delta R_t^{UB} + \text{residual}
\]

\[
(.83) \quad (.09)
\]

\[T = 192[1960 : 1 - 1975 : 12] \quad R^2 = .95 \quad D.W. = 1.91 \quad \hat{\sigma} = 130.06\]

The univariate model was

\[
R_t^B = 48.44 + 1.28 R_{t-1}^B - .16 R_{t-2}^B - .21 R_{t-3}^B + \text{residual}
\]

\[
(2.86) \quad (18.32) \quad (1.36) \quad (2.95)
\]

\[T = 200[1959 : 5 - 1975 : 12] \quad R^2 = .93 \quad D.W. = 2.01 \quad \hat{\sigma} = 164.97\]

For test 1 unconditional forecasts of $i_D$ are required. As $i_D$ is $I(1)$, an AR(3) model for $\Delta i_D$ was estimated as

\[
\Delta i_{D,t} = .54 \Delta i_{D,t-1} + .10 \Delta i_{D,t-3} + \text{whitenoise}
\]

Thus the unconditional forecast of $i_{D,t+1}$ is the unconditional forecast of $\Delta i_{D,t+1}$ plus $i_{D,t}$. Multiple step forecasts are easily formed.

The interpretation of the results for this example proved to be less straightforward than for the first example and seemed to depend in part on the forecast horizon considered. Following the analysis above, the RMSFE of the conditional and unconditional forecasts was computed for both models for 1976:1 to 1978:12.
and is displayed in Table 2. It can be seen that the conditional RMSFE was less than the unconditional RMSFE for some forecast horizons.

Further investigation was needed to determine whether these differences were statistically different. In particular, the test involving the sum and differences of the forecast errors was employed and the results are displayed in Table 3.

The conclusion of test 1 obtained for the Goldfeld and Kane model is that the conditional and unconditional forecasts are not significantly different for any of the forecast horizons. For the Dutkowsky model, the forecast errors for steps one and four were found to be significantly different suggesting, surprisingly, that the unconditional forecasts were superior to the conditional forecasts for those forecast horizons. The significantly smaller unconditional RMSFE is prima facie evidence of model mis-specification, and the latter may be why the forecast tests are what they are.

For test 2, as a further test of the superiority of the conditional forecasts, the conditional and unconditional forecasts were combined using regression (3.1). For a one-step horizons, the estimated parameters were as follows:

Goldfeld and Kane’s Model:

\[ R^B_{t+1} = 46.34 - 9.41 f_{t,1} + 10.36 g_{t,1} + \text{residual} \]

\[ (0.78) \quad (1.50) \quad (1.64) \]

\[ T = 36[1976 : 1 - 1978 : 12] \quad R^2 = .70 \quad D.W. = 2.47 \quad \hat{\sigma} = 228.39 \]

which is hardly interpretable and

Dutkowsky’s Model:

\[ R^B_{t+1} = 84.00 + .12 f_{t,1} + .73 g_{t,1} + \text{residual} \]

\[ (1.37) \quad (0.06) \quad (0.09) \]

\[ T = 36[1976 : 1 - 1978 : 12] \quad R^2 = .66 \quad D.W. = 2.54 \quad \hat{\sigma} = 244.31 \]

Both of these application of test 2 do not support the usefulness of the models for policy purposes.

Lastly, for test 3, the estimated target series for each model was computed. It does not appear from Figure 2 and 3 that these values are unrealistic.

Taken together, the above results indicate that neither model is useful for policy purposes since the above analysis suggests that the conditional forecasts do not appear to be superior to the unconditional forecasts.
As a final observation it is interesting to note that most of the tests described above can be used to examine the performance of a model during different regimes. For example, an investigator may believe that Dutkowsky’s model is only useful for policy making purposes when $K > K^*$. Thus, the SSE of the conditional and unconditional forecasts for the two regimes may be calculated. The results are displayed in Table 4. Again, there is not clear-cut superiority of the conditional forecasts over the unconditional ones.

§5. An Application to a Model for the Demand for Narrow Money in the United Kingdom.

The final example examines a model of the demand for narrow money in the United Kingdom. The model proposed by Hendry and Ericsson (1991) is

$$
\Delta (m - p)_t = a_0 + a_1 \Delta p_t + a_2 \Delta (m - p - y)_{t-1} + a_3 R^*_t + a_4 (m - p - y)_{t-1} + \epsilon_t
$$

where $\Delta (m-p)_t$ is the growth rate of real money, $\Delta p_t$ is the inflation rate, $(m-p-y)_t$ is the inverse of velocity, and $R^*_t$ is the learning-adjusted net interest rate. (See Hendry and Ericsson (1991) for a detailed description of the variables). For the sample period 1964:1-1985:2, the above model was estimated to be

\[
\begin{align*}
\Delta (m - p)_t &= .02 - .70 \Delta p_t - .19 \Delta (m - p - y)_{t-1} \\
&= (4.64) \quad (5.27) \quad (2.98)
\end{align*}
\]

\[
\begin{align*}
- .62 R^*_t - .09 (m - p - y)_{t-1} + \text{residual} \\
&= (8.24) \quad (9.94)
\end{align*}
\]

$$T = 86[1964:1 - 1985:2] \quad R^2 = .69 \quad D.W. = 2.15 \quad \hat{\sigma} = .01344$$

The estimated univariate model was

$$
\Delta (m - p)_t = .26 \Delta (m - p)_{t-1} + .25 \Delta (m - p)_{t-2} + \text{residual}
$$

$$T = 86[1964:1 - 1985:2] \quad R^2 = .16 \quad D.W. = 1.96 \quad \hat{\sigma} = .02170$$

For test 1 unconditional forecasts of $R^*_t$ are required. A model for $\Delta R^*_t$ was estimated as

$$\Delta R^*_t = .01 - .13 R^*_{t-2} + \text{whitenoise}$$

The unconditional forecast of $R^*_{t+1}$ is the unconditional forecast of $\Delta R^*_{t+1}$ plus $R^*_t$. Multiple step forecasts are easily formed.
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Following the analysis in the first example, the RMSFE of the conditional and unconditional forecasts was computed for both models for 1985:3 to 1989:2 and is displayed in Table 5. It can be seen that the conditional RMSFE was less than the unconditional RMSFE for all forecast horizons.

Further investigation was needed to determine whether these differences were statistically different. In particular, the test involving the sum and differences of the forecast errors was employed and the results are displayed in Table 5. The conclusion of test 1 obtained for the Hendry and Ericsson model is that the conditional and unconditional forecasts are not significantly different for steps one, two, and three but are significantly different for step four.

For test 2, as a further test of the superiority of the conditional forecasts, the conditional and unconditional forecasts were combined using regression (3.1). For a one-step horizon, the estimated parameters were as follows:

\[
\Delta(m - p)_{t+1} = 0.02 + 1.15 f_{t,1} - 0.31 g_{t,1} + \text{residual}
\]

\[
T = 16[1985 : 3 - 1989 : 2] \quad R^2 = 0.56 \quad D.W. = 2.32 \quad \hat{\sigma} = 0.01316
\]

Lastly, for test 3, the estimated target series for each model was computed. The estimated target series and the observed \(\Delta(m - p)\) are within 1 to 3 percentage points of each other, which is not unrealistic.

Taken together, the above results indicate that the usefulness of the above model for policy purposes may depend on the forecast horizon used by the policy maker since the above analysis suggests that the conditional forecasts do not appear to be superior to the unconditional forecasts for steps one, two, three but are superior for step four. However, it should be noted that one interpretation of the failure of the forecast tests to reject is that they lack power due to the small sample size of the forecasts.

§6 Conclusion.

Despite the importance of reliable models used in the policy making process, there has been little consideration given to the evaluation of policy models in the econometric literature. This paper discussed a number of tests that could be used for such a purpose. While these tests provide only necessary properties that a policy model should possess, they do aid the decision maker by excluding some inadequate models.
Appendix

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>Unemployment Rate, All Workers, Including Resident Armed Forces</td>
<td>Citibase Series LHURR</td>
</tr>
<tr>
<td>$F$</td>
<td>Total Federal Government Expenditures</td>
<td>Citibase Series GGFEX</td>
</tr>
<tr>
<td>$DEFLAT$</td>
<td>Implicit Price Deflator: Federal Government</td>
<td>Citibase Series GDGGF</td>
</tr>
<tr>
<td>$MALE$</td>
<td>Male Population Aged 15-44</td>
<td>Sum of Citibase Series PANM4, PANM5, PANM6, PANM7, PANM8, and PANM9</td>
</tr>
<tr>
<td>$CIV$</td>
<td>Civilian Population</td>
<td>Citibase Series POPCIV</td>
</tr>
<tr>
<td>$POP$</td>
<td>Total Population Including Armed Forces Overseas</td>
<td>Citibase Series POP</td>
</tr>
</tbody>
</table>

Table 6. Data from the First Example
The above series were converted into quarterly values when appropriate and the following variables were formed.

<table>
<thead>
<tr>
<th>List of Variables for Example 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$DM_t = \log M1_t - \log M1_{t-1}$</td>
</tr>
<tr>
<td>$UN_t = \log(\frac{.01U_t}{1-.01U_t})$</td>
</tr>
<tr>
<td>$FED_t = \frac{E}{DEFLAT_t}$</td>
</tr>
<tr>
<td>$FEDV_t = \log FED_t - [\log FED]_t^*$</td>
</tr>
<tr>
<td>$[\log FED]_t^* = .05[\log FED]<em>t + .95[\log FED]</em>{t-1}^*$</td>
</tr>
<tr>
<td>$MIL_t = \frac{POP_{t-CIV}}{MALE_t}$</td>
</tr>
</tbody>
</table>

Table 7.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^B$</td>
<td>Total Borrowings at Reserve Banks</td>
<td>Citibase Series F6CMB</td>
</tr>
<tr>
<td>$i_D$</td>
<td>Discount Rate, Federal Reserve Bank of New York</td>
<td>Citibase Series FYGD</td>
</tr>
<tr>
<td>$i_S$</td>
<td>Federal Funds Rate</td>
<td>Citibase Series FYFF</td>
</tr>
<tr>
<td>$R^{TOT}$</td>
<td>Total Reserves</td>
<td>Citibase Series FZCMRR</td>
</tr>
</tbody>
</table>

Table 8. Data from the Second Example

The above series were seasonally adjusted and the following variables were formed:

<table>
<thead>
<tr>
<th>List of Variables for Example 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = i_D - i_S$</td>
</tr>
<tr>
<td>$R^{UB}_t = R^{TOT}_t - R^B_t$</td>
</tr>
<tr>
<td>$\Delta R^{UB}_t = R^{UB}<em>t - R^{UB}</em>{t-1}$</td>
</tr>
</tbody>
</table>

Table 9.
References


<table>
<thead>
<tr>
<th>Steps Ahead</th>
<th></th>
<th>( D )</th>
<th></th>
<th>Barro</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>(</td>
<td>t</td>
<td>)</td>
<td>Cond</td>
</tr>
<tr>
<td>One</td>
<td>-.94</td>
<td>.80</td>
<td>.08</td>
<td>.08</td>
<td>.02</td>
</tr>
<tr>
<td>Two</td>
<td>.08</td>
<td>.09</td>
<td>.17</td>
<td>.16</td>
<td>.04</td>
</tr>
<tr>
<td>Three</td>
<td>.59</td>
<td>.80</td>
<td>.23</td>
<td>.22</td>
<td>.05</td>
</tr>
<tr>
<td>Four</td>
<td>.26</td>
<td>.44</td>
<td>.27</td>
<td>.22</td>
<td>.07</td>
</tr>
</tbody>
</table>

Table 1.

<table>
<thead>
<tr>
<th>Steps Ahead</th>
<th>Goldfeld/Kane</th>
<th></th>
<th>Dutkowsky</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cond</td>
<td>Uncond</td>
<td>Cond</td>
<td>Uncond</td>
<td>Univariate</td>
</tr>
<tr>
<td>One</td>
<td>.23</td>
<td>.23</td>
<td>.24</td>
<td>.24</td>
<td>.29</td>
</tr>
<tr>
<td>Two</td>
<td>.25</td>
<td>.25</td>
<td>.27</td>
<td>.27</td>
<td>.30</td>
</tr>
<tr>
<td>Three</td>
<td>.27</td>
<td>.28</td>
<td>.29</td>
<td>.32</td>
<td>.37</td>
</tr>
<tr>
<td>Four</td>
<td>.31</td>
<td>.32</td>
<td>.35</td>
<td>.34*</td>
<td>.45</td>
</tr>
</tbody>
</table>

Table 2. (Values shown are divided by 1,000)

<table>
<thead>
<tr>
<th>Steps Ahead</th>
<th>( D ) (Dutkowsky)</th>
<th></th>
<th>( D ) (Goldfeld/Kane)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>(</td>
<td>t</td>
<td>)</td>
</tr>
<tr>
<td>One</td>
<td>5.98</td>
<td>2.19</td>
<td>-3.35</td>
<td>.28</td>
</tr>
<tr>
<td>Two</td>
<td>-.71</td>
<td>.65</td>
<td>-1.57</td>
<td>.53</td>
</tr>
<tr>
<td>Three</td>
<td>-.47</td>
<td>.67</td>
<td>-.04</td>
<td>.02</td>
</tr>
<tr>
<td>Four</td>
<td>-1.21</td>
<td>2.76</td>
<td>-1.41</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Table 3.

<table>
<thead>
<tr>
<th>Steps Ahead</th>
<th>SSE for ( K_t \leq 0.15 )</th>
<th></th>
<th>SSE for ( K_t &gt; 0.15 )</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cond</td>
<td>Uncond</td>
<td>Cond</td>
<td>Uncond</td>
</tr>
<tr>
<td>One</td>
<td>.28</td>
<td>.24</td>
<td>1.84</td>
<td>1.86</td>
</tr>
<tr>
<td>Two</td>
<td>.07</td>
<td>.07</td>
<td>2.55</td>
<td>2.62</td>
</tr>
<tr>
<td>Three</td>
<td>.13</td>
<td>.19</td>
<td>2.95</td>
<td>3.44</td>
</tr>
<tr>
<td>Four</td>
<td>.18</td>
<td>.24</td>
<td>4.12</td>
<td>4.03</td>
</tr>
</tbody>
</table>

Table 4.
Table 5.

<table>
<thead>
<tr>
<th>Steps Ahead</th>
<th>$D$</th>
<th>Hendry/Ericsson</th>
<th>Univariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>$</td>
<td>t</td>
</tr>
<tr>
<td>One</td>
<td>1.34</td>
<td>1.58</td>
<td>1.22</td>
</tr>
<tr>
<td>Two</td>
<td>.96</td>
<td>1.48</td>
<td>1.66</td>
</tr>
<tr>
<td>Three</td>
<td>.49</td>
<td>1.09</td>
<td>1.77</td>
</tr>
<tr>
<td>Four</td>
<td>.83</td>
<td>2.36</td>
<td>1.98</td>
</tr>
</tbody>
</table>
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