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ABSTRACT

I examine the relationship between a financial intermediary ("bank") and a borrowing firm in a three-period overlapping generations model. The model can accommodate two financing arrangements between the bank and the firm: one requires commitment to a long-term contract, the other does not. Which arrangement is chosen depends on whether such a commitment can be credibly made. After defining the two arrangements, I compare their features with real-world financial dealings. Once the form of the long-term relationship between the bank and the firm is set, investment and output of the economy can be determined. Disruptions in financial markets can affect real investment and output by disrupting established long-term relationships.
Long-term Banking Relationships in General Equilibrium

Michael S. Gibson*

1 Long-term banking relationships

1.1 Introduction

When a small business needs to borrow money to finance an investment, it turns to a bank. A bank can provide funds to a firm that cannot issue public securities because investors lack public information on the firm. A small business looking for credit could be offered credit by many banks, but it must choose to deal with one. Once a relationship is established and the bank acquires information about the small business by lending it money, the bank will be able to provide future loans at a lower cost than an outside bank. A long-term relationship between a bank and a firm takes advantage of that lower cost. The primary focus of this paper is how the contracts between the bank and the firm are written and how these contracts affect capital accumulation.

I embed the contracting decision of the bank and the firm in a three-period overlapping generations model, with an investment technology borrowed from Bernanke and Gertler (1989). Both consumers and firms live for three periods. Because a firm lives for three
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periods, it makes two investment decisions: one in the first period of its life and one in the second. Firms must borrow to finance investment, and a long-term relationship in the model simply means the firm funds both investments by borrowing from the same bank. The dealings between the bank and the firm take one of two forms, depending on whether the bank is able to commit to obeying a long-term contract. If it can commit, the two parties will agree in advance to the terms of both loans. If the bank cannot commit, they will agree on the terms of the first loan knowing the bank will use its position as insider to make profits on the second loan. Deriving and discussing these two arrangements is the heart of the paper.

The terms of the loan contract determine which firms can invest. Investment determines the next period’s capital stock, which determines output and wages. Consumers receive their income, consume and save, yielding a supply of funds for next period’s investment. In this manner the general equilibrium of the model is established. Once long-term relationships between banks and firms have been formalized, the importance of bank-specific shocks like bank failure and liquidity crises can be discussed.

The model in this paper establishes that long-term banking relationships are important, but their importance varies across firms. Very productive firms can bypass banks; only middle-productivity firms benefit from the lower borrowing cost a long-term relationship provides. I compare the loan contracts derived in the model with actual borrowing practices and argue that the model’s results are consistent with financial arrangements observed in practice.

1.2 Related literature

Bernanke and Gertler (1989) provide a general equilibrium model where a firm’s ability to get credit depends on its net worth as well as its productivity. Because theirs is a two-period overlapping-generations model, they do not consider long-term relationships. They focus on the role firms’ net worth plays in economic fluctuations. Net worth plays a role because a firm with higher net worth can supply more collateral and lower the agency costs of external finance. Their model, like mine, features costly state verification. I borrow
the investment technology from Bernanke and Gertler but eliminate net worth to focus on long-term relationships.

Gertler (1992) considers a problem similar to mine, where a firm borrows to finance investment and project outcomes are private information, but without costly state verification. He solves for the optimal long-term contract, which is contingent on all publicly observable variables. His contract emphasizes the role of collateralizable future profits, which make a long-term contract better than a sequence of short-term contracts by expanding the group of borrowers who invest. In my model firms provide no internal finance, so collateral is not an issue. My paper considers both types of long-term arrangements between the bank and the firm: a long-term contract, like Gertler, and a sequence of short-term contracts.

A long-term relationship is justified in this paper because it reduces agency costs. This is somewhat different from the approach others have taken. Sharpe (1990) assumes a bank learns about the productivity of the firms it deals with. An insider bank knows more about the productivity of the firm than an outsider bank, and the insider bank can expropriate some of the surplus from the relationship because it has a better idea of what the outcome of the firm's investment project will be. Haubrich (1989) claims that a long-term relationship can eliminate monitoring costs altogether; repeated dealings allow the bank to apply something like statistical process control techniques to the firm's output to see whether it is cheating. In an infinite horizon, by a Law of Large Numbers argument, this strategy will costlessly prevent cheating by firms. Haubrich's model features moral hazard rather than costly state verification as the problem banks must deal with. One similarity is that in both models a firm builds up a reputation with its bank that cannot be transferred to another bank; I assume, but do not derive, a similar condition.

Several papers by Douglas Diamond address topics in financial intermediation related to long-term relationships. Diamond (1991a) is the most relevant here; in that paper firms choose whether to finance a long-term investment with long-term debt or rolled-over short-term debt. The firm's decision depends on a tradeoff between the liquidity risk associated with short-term debt (its lender may not agree to roll over its short-term debt) and the
lower cost of refinancing short-term debt if favorable information on the firm’s type becomes available to the lender. Neither of these issues is present in my model because the firm’s type is public knowledge. Diamond’s model does not allow for relationships between borrowers and lenders; the effects of such relationships are the focus of my paper.

I explicitly model the long-term financing relationship between a bank and a firm and put it into a general equilibrium model where the effects of financial arrangements on capital accumulation are clear. Some of the authors mentioned above have allowed for long-term relationships and others have looked at the effects of bank lending on capital accumulation, but none has considered the combination. I consider a wide range of firms: those who deal with banks along with those too productive to need banks and those not productive enough to earn bank credit. Banks face stiff competition for the business of high-productivity firms, who do not need banks’ monitoring capabilities and can go to decentralized capital markets to finance their investments. The distinction between bank-financed firms and capital market-financed firms is an important one in my model.\footnote{Diamond (1991b) also makes this distinction. In his model bank finance is less costly than capital market finance for some firms because bank finance mitigates moral hazard.}

2 \hspace{1em} \textbf{Setup of the model}

2.1 \hspace{1em} \textbf{Agents}

The model economy in this paper is populated by overlapping generations of agents, who each live for three periods. Each generation has mass one; there is no population growth. All agents have a labor endowment of one in the first period of life, they care only about consumption in the third and final period of life, and they are risk neutral. The decisions of agents in this model are extremely simple: because there is no disutility of work they work when young, they save everything until their last period of life and then they consume all they have.
2.2 Production

The output and investment technology in the model economy is taken from Bernanke and Gertler (1989). Output of the single good is produced using capital and labor according to

\[ y_t = f(k_t) \]

where \( y_t \) and \( k_t \) are output and capital per worker and \( f(\cdot) \) is the production function. Output that is not consumed is either used in an investment project (described below) or stored. Storage yields a fixed gross return \( R \geq 1 \). Initially I assume there is always storage in equilibrium, so the equilibrium interest rate is \( R \). At the end of the paper I will consider an equilibrium where this is not so.

2.3 Firms

Along with each new generation of agents, an equally-sized cohort of firms is born. Firms also live for three periods and are also risk-neutral. Ownership of a cohort of firms is spread evenly across the contemporaneous generation, and shares in the firms are not traded.\(^2\) A “firm” consists of the opportunity to undertake an investment project twice, once when young and once when middle-aged. An investment project converts savings in period \( t \) into a random amount of capital in period \( t+1 \). The amount of savings required to fund a project varies across firms, but the distribution of the random amount of capital produced is the same for all firms and does not depend on firm effort. This implies there will be neither moral hazard nor adverse selection in the model.

An investment project requires input \( x(\omega) \) and yields a random amount of capital \( \tilde{K} \), distributed continuously on \([K, \bar{K}]\) with density function \( g \). The distribution of \( \tilde{K} \) is common knowledge and exhibits increasing hazard.\(^3\) Firms are indexed by the parameter \( \omega \), uniform

---

\(^2\) Ownership in this model economy simply means the right to a fraction of the firm’s profits, if any. It does not confer any right of control or any liability for covering the firm’s losses.

\(^3\) The hazard function \( h(K) \) is defined as \( h(K) \equiv g(K)/(1 - G(K)) \). Increasing hazard (\( h'(K) > 0 \)) is a common assumption in the financial contracting literature and most common distributions (e.g. normal,
on $[0, 1]$; a firm with productivity $\omega$ requires $x(\omega)$ units of savings to undertake its project. Both $\omega$ and $x(\cdot)$ are public information. I assume $x' > 0$, so a firm with higher $\omega$ requires more savings to fund its project. Since all projects have the same probability distribution $g$ (although not the same outcome!), a firm with higher $\omega$ is less efficient, *ex ante*. A firm with high $\omega$ will be referred to as a low productivity firm (and vice versa) throughout the paper. All investment projects are independent draws from the distribution $g$, so there is no aggregate uncertainty about the total amount of capital produced by any (large) number of investment projects. (It the mean of $\bar{K}$ times the number of projects.) A firm will operate its project if it can borrow $x(\omega)$ and if by operating it would earn positive expected profits. Any profit realized from the firm’s investment is immediately distributed among the agents in the contemporaneous generation, so a firm cannot retain profits to finance future investment.\(^4\)

### 2.4 Information

The model economy contains an asymmetry of information, because the outcome of a project is known only to the firm undertaking the project. Other agents in the economy are able to verify the outcome of the project, but only by incurring a cost. The information structure in the economy is one of “costly state verification” (Townsend 1979).

If an agent monitors a firm’s project outcome, the outcome is known only to that agent.\(^5\) If many agents want to know the result of a single firm’s investment project, they must each pay the verification cost. To avoid duplication of monitoring, zero-profit intermediaries (“banks”) will emerge to do all the lending and monitoring, as in Diamond (1984). These intermediaries can guarantee a fixed return to depositors while investing in risky projects because they diversify their lending across a large number of firms. Unlike agents and firms, banks will be long-lived. In the period after the loan is made, the capital produced by the investment project is divided between the bank and the firm according to the terms of their

---

\(^4\)Assuming away retained earnings greatly simplifies the exposition of the model. Section 6.2 relaxes the assumption; the fundamental results do not change.

\(^5\)This is in contrast to Bernanke and Gertler (1989), where the results of monitoring are made public.
loan contract.

2.5 Monitoring costs

To provide a motivation for long-term interaction, I assume that monitoring the outcome of a firm’s investment project is more costly for a first-time lender than for a repeat lender. Monitoring costs \(\gamma_1 + \gamma_2\) the first time a bank lends to a firm, but only \(\gamma_1\) the second time, because the bank learns something about the firm by dealing with it for a period. Even if no monitoring occurs in the first period of the relationship, the firm still benefits from lower monitoring costs in the second period because the bank has learned something about the firm in dealing with it the first time.\(^6\) To reduce monitoring costs, a firm investing for the second time will borrow from the same bank it borrowed from the first time.

3 Contracts between banks and firms

A firm goes to a bank to get the credit it needs to invest. To each firm that asks for credit, a bank will offer a loan contract, consisting of a loan amount and a repayment schedule. In the most general contract, the firm could repay in either or both periods of its life and its repayment could depend on the outcomes of its projects when young and old. In any single period, a firm will borrow from only one bank; to borrow from more than one would be more expensive because it would require duplication of monitoring. In the remainder of this section, I discuss the features of several contracts, including which firms get credit and at what terms. Then, I compare the results under the various contracts.

\(^6\)One way to justify this structure of monitoring costs, based on Fama (1985), would be to assume firms maintain deposit balances during the first period of a relationship. Holding a firm’s deposits gives a bank valuable information that reduces monitoring costs in the future.
3.1 Perfect information

As a benchmark, consider the firm's investment decision under perfect information. This case would apply if the outcome of the firm's investment project were public information, if state verification were costless or if the firm could invest with internal funds. Under perfect information, the firms whose investment projects have positive expected value, net of opportunity cost, would operate. Other firms would not operate and relationships between banks and firms would not matter. The expected amount of capital produced by an investment project is the expected value of \( \bar{K} \), denoted hereafter as \( K \). If the expected price of capital next period is \( q \), the expected value of the project's output is \( qK \). The opportunity cost of undertaking the investment is just the interest lost on the savings invested in the project: \( R_x(\omega) \). The surplus is \( qK - R_x(\omega) \). I assume the most productive firm's investment is always profitable under perfect information,

\[
qK - R_x(0) > 0,
\]

and the least productive firm's investment is never profitable under perfect information,

\[
qK - R_x(1) < 0,
\]

for all relevant \( q \), to rule out a corner solution. All projects with \( qK - R_x(\omega) > 0 \) would be undertaken under perfect information. If \( \bar{\omega} \) is defined by \( qK - R_x(\bar{\omega}) = 0 \), firms with \( \omega \leq \bar{\omega} \) would be able to invest under perfect information and firms with \( \omega > \bar{\omega} \) would not.

3.2 An assortment of contracts

I will consider three types of interaction between the bank and the firm in what follows. All three consist of two one-period debt contracts. They differ in the link between the terms of the first and second loans. The first case to consider is the unrealistic one of no link, and is described solely as a benchmark. The second is a long-term contract: terms of both loans...
are fixed before the first-period loan is made. The third is a long-term relationship: the firm deals with the same bank when young and when old, but the terms of its second-period loan are not determined until the second loan is made. Before proceeding I summarize the one-period debt contract, the building block upon which all three contracts are based.\footnote{This is the contract first derived by Townsend (1979) which has since become a standard in the financial intermediation literature. I focus on the case of non-random monitoring. See Townsend (1979) and Mookherjee and Png (1989) for discussion of the merits of random monitoring.}

Under a debt contract, the firm repays a constant amount $F$ to the bank, unless its project has a bad outcome and yields less than $F$, in which case the bank pays to monitor the firm’s project outcome and takes everything the firm produced.\footnote{The contractual interest rate $i$ is related to the contractual repayment $F$ by $(1 + i) x(\omega) = F$.} A firm is only monitored if its investment turns out badly. The bank’s expected return under a standard debt contract is

$$ ER(F; q) = q \left[ \int_{K}^{F} (K - \gamma) g(K) dK + \int_{F}^{\bar{K}} F g(K) dK \right] $$

(1)

where $q$ is the price of capital next period, and $\gamma$ is the monitoring cost. For the bank to earn zero expected profit net of opportunity cost, the bank’s expected return must equal its opportunity cost:

$$ ER(F; q) = R x(\omega) $$

(2)

where $R$ is the interest rate and $x(\omega)$ is the amount a firm of productivity $\omega$ must borrow to operate its project. The bank’s expected repayment increases with $F$, the contractual repayment, up to an interior maximum at $\bar{F} \in (K, \bar{K})$. Above $\bar{F}$, the bank’s expected repayment falls, so no contract will call for a repayment greater than $\bar{F}$. $\bar{F}$ is defined by the first-order condition that results from maximizing $ER(F; q)$ with respect to $F$:

$$ -\gamma g(\bar{F}) + (1 - g(\bar{F})) = 0 $$


or
\[ \frac{g(\bar{F})}{1 - G(\bar{F})} = \frac{1}{\gamma} \]  

(3)

Because \( \bar{F} \) is a function of \( \gamma \), it will be written as \( \bar{F}(\gamma) \) from now on. A firm with high enough \( \omega \) will not be granted a loan because the opportunity cost of funds exceeds the maximum return the bank can earn under a debt contract \( Rx(\omega) > ER(\bar{F}; q) \). For future reference, notice that the expected repayment and the cutoff \( \bar{F} \) both are lower when the monitoring cost \( \gamma \) is higher.

### 3.3 Myopic long-term relationship

As a benchmark against which to measure the contracts described in the next two sections of the paper, this section describes a myopic long-term relationship. The adjective "myopic" applies because the parties make a loan arrangement when the firm is young without looking ahead to the next period and realizing the firm will also want credit when old. In this scenario, in both the first and second periods of its life a firm obtains a bank loan at the repayment that earns the bank zero profits in that period.

The repayments \( F^1 \) and \( F^2 \) are determined by

\[ q_{t+1} \left( \int_{K}^{F^1} (K - (\gamma_1 + \gamma_2)) g(K) dK + \int_{F^1}^{K} F^1 g(K) dK \right) = Rx(\omega) \]  

(4)

and

\[ q_{t+2} \left( \int_{K}^{F^2} (K - \gamma_1) g(K) dK + \int_{F^2}^{K} F^2 g(K) dK \right) = Rx(\omega) \],  

(5)

which are just the one-period zero profit condition (2) rewritten for the two periods in which a firm born at time \( t \) is alive. Neither party takes account of the long-run nature of their interaction.

The contract will be feasible for firms with \( \omega \) low enough so that in both periods a repayment exists that earns the bank zero profit \( (F^1 \leq \bar{F}(\gamma_1 + \gamma_2) \) and \( F^2 \leq \bar{F}(\gamma_1)) \). Since monitoring costs are higher in the first period and \( ER(\bar{F}(\gamma_1 + \gamma_2)) < ER(\bar{F}(\gamma_1)) \), the first
period's loan will break down first. All firms with \( \omega < \omega^* \) will get credit, where \( \omega^* \) is defined by

\[
q_{t+1} \left[ \int_{\bar{K}}^{F(\gamma_1 + \gamma_2)} (K - (\gamma_1 + \gamma_2)) g(K) dK + \int_{\bar{K}}^{\bar{F}(\gamma_1 + \gamma_2)} \bar{F}(\gamma_1 + \gamma_2) g(K) dK \right] = R \bar{x}(\omega^*)
\]

The cutoff \( \omega^* \) marks the firms that would receive credit and invest if banks ignored the fact that a firm lives for two periods.

### 3.4 Long-term contract

#### 3.4.1 What is a long-term contract?

The second of the three contracts to be analyzed is a long-term contract consisting of two one-period debt contracts whose repayment amounts are agreed upon in advance. A sequence of short-term contracts where the terms are agreed upon in advance is one type of long-term contract, but it will not necessarily be the optimal long-term contract. The optimal long-term contract could take a more complex form.

Research by Chang (1990) and Webb (1992) describes the optimal long-term contract in a two-period model with costly state verification. Though neither paper's result is directly applicable here, by using their results I can describe the form of the optimal contract. The second period of the contract would be a standard debt contract, with a fixed repayment amount and monitoring for outcomes below that amount. The fixed repayment amount would vary inversely with the reported first-period outcome, providing an incentive for a good first-period outcome to be reported truthfully. The range of outcomes where monitoring occurs can be reduced or eliminated. Such a contract is quite complicated to write down and solve; its complex structure makes it hard to compare with the long-term relationship defined in section 3.5 below.

Also, because payments in non-monitoring states are state-contingent in the first period,

---

\(^9\)If \( q_{t+1} = q_{t+2} \), as it will in the stationary equilibrium.
this arrangement looks more like a closed-end equity fund than bank debt. In this paper I want to focus on long-term bank relationships. If I restrict contracts to have fixed payments in states without monitoring, ruling out all equity-like financing arrangements, the long-term contract analyzed below is the optimal long-term contract. For these reasons I leave the question of the optimal long-term contract and focus on the long-term contract made up of two one-period debt contracts whose repayments are both agreed upon in advance.

3.4.2 Terms of the contract

We can single out the most productive firms, those who can repay what they borrow in every state of nature. Such a firm will never be monitored, so the lower second-period monitoring cost is immaterial. Since lending is channeled through banks to avoid duplication of monitoring, if monitoring is certain not to occur firms can borrow directly from a group of savers, bypassing banks altogether. The repayment paid by the firm satisfies \( q_{t+1}F^1 = q_{t+2}F^2 = R_x(\omega) \), which is just the lender’s zero-profit condition. These firms will have \( \omega \leq \omega \), where \( \omega \) is defined by \( qK = R_x(\omega) \). In what follows the loan contracts of the remaining firms, with \( \omega > \omega \), are considered.

If, when they initiate a two-period relationship, the bank and firm agree to repayments and loan amounts for both periods of the relationship, the following contract would emerge. Because banking is competitive, the bank earns no expected profits over the life of the relationship, though it could earn positive profit in one period, balanced by a loss in the other period. The best long-term contract would choose \( F^1 \) and \( F^2 \) to minimize monitoring costs,

\[
q_{t+1}(\gamma_1 + \gamma_2)G(F^1) + q_{t+2}\gamma_1 G(F^2)
\]

while earning zero profits for the bank:

\[
q_{t+1}\left[ \int_{K}^{F^1}(K - (\gamma_1 + \gamma_2))g(K)dK + \int_{F^1}^{K}F^1g(K)dK \right]
\]

\[10\] This result is a straightforward application of section II of Webb (1992).
\[ + q_{t+2} \left[ \int_{K}^{F^2} (K - \gamma_1)g(K)dK + \int_{F^2}^{K} F^2 g(K)dK \right] = 2 Rx(\omega). \]

To minimize (6) subject to (7), form a Lagrangian and take first-order conditions.\(^\text{11}\) The first-order conditions are

\[ (\gamma_1 + \gamma_2)g(F^1)(1 - \lambda) + \lambda(1 - G(F^1)) = 0 \tag{8} \]

\[ \gamma_1 g(F^2)(1 - \lambda) + \lambda(1 - G(F^2)) = 0 \tag{9} \]

where \(\lambda\) is the Lagrange multiplier on (7). Combining (8) and (9) gives

\[ \frac{h(F^1)}{h(F^2)} = \frac{\gamma_1}{\gamma_1 + \gamma_2} \tag{10} \]

where \(h\) is the hazard function associated with the density \(g\). Since \(h\) is increasing by assumption, \(F^1 < F^2\). The bank charges the firm less in the first period of the relationship than in the second because monitoring costs are higher in the first period, and the bank and firm commit to work together to reduce monitoring costs. This motivation for a low introductory rate is reasonable, yet it is very different from what emerges in the next section. Combining (10) with the bank’s zero profit condition yields the solutions for \(F^1\) and \(F^2\). See Figure 1, where the first-order condition (10) is labeled “FOC” and the bank’s outside return constraint (7) is labelled “ORC.” The intersection, point B, reveals the optimal choice of \(F^1\) and \(F^2\). (Ignore points A, C1, and C2 for now.)

The repayments \(F^1\) and \(F^2\) depend on \(\omega\), as we see from (7), the bank’s zero profit condition. As \(\omega\) rises, the expected repayment to the bank increases to cover the opportunity cost of more borrowed funds. In Figure 1, ORC shifts away from the origin as \(\omega\) increases, and \(F^1\) and \(F^2\) will both increase. At some level of \(\omega\), it becomes impossible for the bank to recoup its investment; once \(F^1 = \bar{F}(\gamma_1 + \gamma_2)\) and \(F^2 = \bar{F}(\gamma_1)\) the expected repayment to

\(^{11}\text{A complete statement of the minimization would include two inequality constraints on } F^1 \text{ and } F^2, \text{ that they both be greater than or equal to } K. \text{ These are omitted in the text for expositional simplicity. The absence of discounting in (6) and (7) makes no difference for the first-order conditions (8) and (9).}\)
the bank is at its maximum.\textsuperscript{12} Above this level of $\omega$, the contract breaks down. Call this level $\hat{\omega}$.

Firms with $\omega \leq \hat{\omega}$ will receive an offer of credit from a bank. Which firms accept the offer and choose to operate? Any firm with positive expected profit will do so. Let

$$\mathcal{F}(F^1, F^2) = q_{t+1} \left[ \int_{F^1}^{K} (K - F^1)g(K)dK \right] + q_{t+2} \left[ \int_{F^2}^{K} (K - F^2)g(K)dK \right]$$

be the expected profit of the firm. Firm profits are always positive for any firm that operates its investment project, because the firm risks none of its own funds and the repayments $F^1$ and $F^2$ will always be strictly less than $\overline{K}$. Note that firm profits fall as $\omega$ rises because $F^1$ and $F^2$ both increase. Still, $\mathcal{F} > 0$, so every firm with $\omega \leq \hat{\omega}$ will ask for and receive credit from a bank in both periods of its life.

When operating under a long-term contract, the bank and firm agree up front what the present and future repayments should be. However, if no binding commitment mechanism exists, the bank could not commit to a second period repayment. Once the second period of

\textsuperscript{12}To see that $F^1 = \overline{F}(\gamma_1 + \gamma_2)$ and $F^2 = \overline{F}(\gamma_1)$ simultaneously, combine (10) with (3).
the relationship begins, the bank has some market power that it can exploit, and it will no longer be optimal for the bank to go along with the agreement it made.\textsuperscript{13} I now turn to the contract that would emerge in that case.

3.5 Long-term relationship

A different contract will be written if the second period loan is not contractible in the first period of the relationship. The bank that supplied credit to the firm in the first period (the "insider" bank) will be able to supply it with credit in the second period at a lower cost, because the information it gathered by dealing with the firm in the first period allows it to monitor the firm more cheaply, should monitoring be necessary. In the second period of the relationship, the bank will exploit the market power its informational advantage over the other banks gives it to earn some profit. In the first period, the bank and the young firm will negotiate a loan, both aware the bank will have an advantage over other banks once the relationship has been established. The bank is unable to commit not to exercise its market power, as it had to be able to do to implement the long-term contract.

To find the details of the sequence of short-term contracts, I work backwards from the second loan, as is usual in such problems. First, I find the profit-maximizing repayment charged by the insider bank in the second period. The bank will make a profit off the second loan. Going back to the first period of the relationship, the bank will offer a repayment at which it loses enough money on the first loan that the total profit from the relationship, first and second loans together, is zero, as it must be since banking is competitive.

3.5.1 Terms of the second loan

Recall that firms with $\omega \leq \omega$ are never monitored because they borrow so little they are able to repay in every state of nature. Monitoring costs are irrelevant for these firms, and the insider bank has no advantage over other banks when competing for these firms' second-period business.

\textsuperscript{13}I ignore reputation effects, which could be important here. For a discussion of reputation, see footnote 19.
For firms with $\omega > \omega^*$, expected monitoring costs are positive so the cost advantage of the insider bank is relevant. In the second period of the relationship, an outsider bank offers to lend $x(\omega)$ to the firm for one period with a repayment that yields it zero profit. Call this repayment $F^2_0$; it satisfies

$$q_{t+2} \left[ \int_{\kappa}^{F_0} (K - (\gamma_1 + \gamma_2))g(K) dK + \int_{F_0}^{\kappa} F_0^2 g(K) dK \right] = Rx(\omega). \quad (11)$$

For $\omega$ above some cutoff $\omega^*$, this equation has no solution (because at $\omega^*$, $F_0^2 = F(\gamma_1 + \gamma_2)$). Firms less productive than $\omega^*$ are not able to get a second-period loan from an outsider bank because the outsider bank can not charge a repayment high enough to cover the cost of making the loan.

Firms with $\omega > \omega^*$ can be divided into two groups: those who receive an offer from an outsider bank ($\omega \in (\omega, \omega^*)$) and those who do not ($\omega > \omega^*$). See Figure 2. The insider bank treats the two groups differently. For firms with an outside offer, the insider bank can retain the customer by charging a repayment less than or equal to $F_0^2$. Because it maximizes profits, it always charges exactly $F_0^2$. The insider bank limit prices against the outsider bank’s offer. Let $\mathcal{F}_2$ denote the firm’s expected profits in the second period. Those profits are

$$\mathcal{F}_2(F_0^2) = q_{t+2} \int_{F_0}^\kappa (K - F_0^2)g(K) dK$$

$$= q_{t+2}K - Rx(\omega) - q_{t+2}(\gamma_1 + \gamma_2)G(F_0^2).$$
The bank's expected second-period profits \( B_2 \) are

\[
B_2(F_0^2) = q_{t+2} \gamma_2 G(F_0^2).
\]

Looking back to (11), note that \( dF_0^2/d\omega > 0 \), which implies \( dB_2/d\omega > 0 \) and \( dF_2/d\omega < 0 \).

For firms without an outside offer, the insider bank acts as a monopolist and charges its revenue-maximizing repayment \( \bar{F}(\gamma_1) \). The bank is the residual claimant in this region. The firm is left with expected profits of

\[
F_2(\bar{F}(\gamma_1)) = q_{t+2} \int_{\bar{F}(\gamma_1)}^{K} (K - \bar{F}(\gamma_1))g(K) dK
\]

while the bank, in expectation, earns

\[
B_2(\bar{F}(\gamma_1)) = q_{t+2} K - Rx(\omega) - q_{t+2} \gamma_1 G(\bar{F}(\gamma_1)) - F_2(\bar{F}(\gamma_1)).
\]

In this region, \( dB_2/d\omega < 0 \) and \( dF_2/d\omega = 0 \). For \( \omega \) large enough, the bank's second-period expected profit becomes negative and the bank does not make a second-period loan. Call this cutoff \( \omega \).

To summarize, in the second period of a relationship, four things could happen (see Figure 3):

\( \omega \leq \underline{\omega} \) The firm borrows so little that it repays the loan in every state of nature. Monitoring never occurs so the insider bank has no advantage over other banks. The insider bank can make no second-period profits: \( B_2 = 0 \). The repayment \( F^2 \) satisfies a zero-profit condition for the bank: \( qF^2 = Rx(\omega) \).

\( \omega < \omega^* \leq \omega \) The firm borrows enough that expected monitoring costs are positive, but not so much that no outsider bank makes it an offer. An outsider bank offers the firm a loan that leaves the outsider bank with zero profits and the firm with positive profits. The insider bank limit prices against the outsider bank's offer, giving the firm the same profit and keeping the savings in reduced monitoring costs for itself. \( B_2 > 0 \). \( F^2 = F_0^2 \).
$\omega^* < \omega \leq \bar{\omega}$ The firm borrows so much that expected monitoring costs are high enough to make a potential relationship with an outsider bank unprofitable for the bank. The insider bank is not constrained by outside competition and extracts all the surplus it can from the relationship. The firm is left with some profit since $\bar{F}(\gamma_1) < \bar{K}$. $B_2 > 0$. $F^2 = \bar{F}(\gamma_1)$.

$\omega > \bar{\omega}$ The firm needs to borrow so much that even a loan from an insider bank would be unprofitable. The firm cannot get credit and does not operate in the second period. $B_2 = 0$.

I have characterized the second-period loan contract between a firm of any productivity and its insider bank. Now I turn to the first period of the relationship.

### 3.5.2 Terms of the first-period loan

When a bank and a young firm meet to negotiate a loan, both know what will happen when the firm is old and a “captive customer” of the bank. In other words, $B_2$ is known. It only
depends on \( \omega \), which is public information. The bank offers the young firm a repayment \( F^1 \) that ensures the bank earns zero profit over the course of the relationship \((B_1 + B_2 = 0)\).\(^{14}\) If \( B_2 > 0 \), this implies \( B_1 < 0 \), so the bank makes a loss on its first period loan. \( F^1 \) is determined by

\[
B_1 + B_2 = 0
\]

or

\[
q_{t+1} \left[ \int_{K}^{F^1} (K - (\gamma_1 + \gamma_2))g(K)dK + \int_{F^1}^{K} F^3 g(K)dK \right] - Rx(\omega) + B_2 = 0 \quad (12)
\]

As \( \omega \) increases, \( x(\omega) \) increases and \( B_2 \) changes, first increasing because outside competition becomes weaker and then decreasing because the bank is taking almost all of the surplus from the relationship and the surplus is falling (see Figure 3). At some level of \( \omega \) between \( \omega^* \) and \( \bar{\omega} \), the bank becomes unable to earn zero profit on its funds; (12) will have no solution because \( F^1 > \bar{F}(\gamma_1 + \gamma_2) \). That level of \( \omega \) will be \( \hat{\omega} \). We know that \( \hat{\omega} \) lies between \( \omega^* \) and \( \bar{\omega} \) because at \( \omega^* \) the bank would earn zero first-period profits by charging \( \bar{F}(\gamma_1 + \gamma_2) \), so it can easily earn \(-B_2\) by charging less. At \( \omega \), the bank loses money in the first period even if it charges \( \bar{F}(\gamma_1 + \gamma_2) \), and it has no second period profits to offset the loss. Somewhere in between lies the \( \omega \) where \( B_1(\bar{F}(\gamma_1 + \gamma_2)) + B_2(\bar{F}(\gamma_1)) = 0 \).

A firm with \( \omega \leq \hat{\omega} \) will invest in both periods of its life. This cutoff is identical to that in the long-term contract, so the same group of firms receives credit in both financial arrangements. The marginal firm (\( \omega = \hat{\omega} \)) must be charged \( F^1 = \bar{F}(\gamma_1 + \gamma_2) \) and \( F^2 = \bar{F}(\gamma_1) \) for the bank's outside return constraint to be satisfied, regardless of whether a long-term relationship or a long-term contract is in force. Comparing these two arrangements with the perfect information case, fewer firms get credit (\( \hat{\omega} < \bar{\omega} \)) because the costs of monitoring make some firms unprofitable.

Figure 3 reveals that middle-productivity firms gain the most from a long-term relationship. Firms with productivity near \( \omega^* \) yield the most second-period profit to the bank, and all second-period bank profits are transferred to the firm via a low first-period repayment.

\(^{14}\)For simplicity, I again assume neither the firm nor the bank discounts the future.
Middle-productivity firms need a bank because some single agent must be prepared to monitor their investments on behalf of savers. Banks play that role here. Very productive firms ($\omega < \omega^*$) gain nothing from a long-term relationship because they can finance their investments without agency costs. The publicly available information on these firms ($\omega$ and $K$) is sufficient to guarantee lenders a competitive return with no chance of monitoring, eliminating the need for intermediation entirely. Very unproductive firms ($\omega > \omega^*$) gain nothing because even though their investments may have positive social value ignoring monitoring costs (if $\omega \in (\omega, \omega^*)$), the monitoring is essential to produce enough information about the investment outcome to elicit the necessary credit. Even the lower monitoring cost of a two-period relationship cannot make these firms' investments profitable. Internal finance, through firm equity, would help all firms and would expand the range of firms that can operate by reducing the need for external funds which are accompanied by a risk of monitoring.\footnote{This is the main point of Bernanke and Gertler (1989). See also section 6.2 below.}

3.6 Interpretation: Compare and contrast the three

I have discussed three possible arrangements between a bank and a firm in this model economy: a myopic long-term relationship, a long-term contract, and a long-term relationship. Each would provide a firm with a different pair of repayments and a different level of profit. The same group of firms (those with $\omega \leq \omega^*$) will get credit under the last two arrangements; fewer firms would get credit if the parties were myopic.\footnote{If firms could finance their investments with inside funds, as they do in Bernanke and Gertler (1989), the set of firms that get credit under the long-term relationship and the long-term contract could be different.}

We can first compare the myopic long-term relationship with the long-term contract. In Figure 1, point A represents the repayment pair of the former and point $B$ the latter. Both lie on the ORC curve, since the bank makes zero profit in both cases. The long-term contract conserves on monitoring costs by concentrating more of the monitoring in the second period, where it is less costly. The myopic long-term relationship does the opposite because the bank breaks even in each individual period. In a one-period debt contract, higher monitoring costs require a higher repayment. Monitoring costs more in the first period, so
the first-period repayment exceeds the second-period repayment under a myopic long-term relationship. More monitoring occurs in the first period, where it is relatively expensive. Not only is monitoring more expensive, making investment less productive, but fewer firms are able to invest because the cutoff for getting credit is lower ($\tilde{\omega} < \hat{\omega}$) under a myopic long-term relationship. More capital is produced and firm profits are larger in an economy with long-term contracts.

The more important comparison is between the long-term contract and the long-term relationship. In Figure 1, these are points B and C1 or C2. Points C1 and C2, either of which can represent the long-term relationship, must lie above the 45 degree line, since the bank opportunistically charges a high repayment in the second period. However, point C can lie on either side of the FOC line (represented by C1 and C2). For low levels of $\omega$, the bank will not have much market power in the second period and $F^1$ and $F^2$ will be nearly equal and close to $K$. $F^1$ will always be lower than $F^2$ (if $\omega > \omega$) so the bank can make a first-period loss to counter its second-period profit. The amount of capital wasted by monitoring will be greater at C than at B, simply because B minimizes monitoring costs. Firm profits will be higher and more capital will be produced under a long-term contract than under a long-term relationship despite the fact that the same group of firms operate in both cases. Financial intermediation is more efficient if banks and firms write long-term contracts; long-term relationships result in more resources being devoted to monitoring, because the interests of the bank diverge from the interests of the firm and the bank cannot commit not to act in its own interest.

Whether the long-term contract or the long-term relationship emerges depends on whether the second-period repayment is contractible in the first period the bank and the firm deal with each other. In the very simple model economy described so far, nothing prevents the bank and the firm from contracting on the second period repayment. There is no aggregate uncertainty in the model, so the parties can compute their expected return from any future repayment. If the model economy were made more complex, the second-period interest rate could become not contractible. In the contracts literature, one reason for a variable
to be considered not contractible is if economic conditions are expected to change in such an unpredictable way that agents cannot form an expectation with which to compute their payoffs. Or, it could be too costly to compute such an expectation. In the present model, the uncertainty of the real world has been vastly simplified. If more real-world complexity were present in the model, the second-period interest rate might be not contractible. The model in this paper implies the long-term contract will be chosen if uncertainty is well-defined and well-understood; a more complex model might lead to the opposite deduction.

In a more realistic model, some firms could be offered a long-term contract while other firms are not. Some firms might have investment projects whose risk characteristics are well-known or easily understood with a minimum of specialized knowledge; these firms could be offered a long-term contract. Firms with innovative, uncommon, difficult to understand investment projects might find that the costs of writing a long-term contract exceed the benefits; these firms might obtain financing through a long-term relationship.

A second way to establish which is the more relevant contract is to look at real-world financial arrangements to see whether they more closely resemble the long-term contract or the long-term relationship. Banks lend money primarily for short maturities. According to the Survey of Terms of Bank Lending conducted by the Board of Governors of the Federal Reserve System, the weighted average maturity of commercial and industrial loans made by commercial banks during the week August 3–7, 1992 was 185 days, or just over six months.17 Banks also lend primarily under loan commitments. According to the same survey, commercial banks made 66 percent of short term and 65 percent of long term commercial and industrial loans under commitment. A firm that expects to be in business for ten years and requires bank credit will borrow what it needs and roll over its loan every six months. If the firm and its bank agree on the terms of future loans at the time of the first loan, perhaps by signing a ten-year loan commitment, they are effectively mimicking the long-term contract of the model. If they have no loan commitment, or the loan commitment they have lasts for less than the life of the firm, they are closer to the long-term relationship. The latter seems

closer to the popular conception of how U.S. commercial lending works, though insufficient data on the terms of real-world lending arrangements to be able to say for sure.

The long-term contract and the long-term relationship both feature a low first-period repayment, but for different reasons. The bank charges a low repayment when initiating a long-term contract because monitoring is more expensive in the first period and both parties strive to minimize monitoring costs. When a bank begins a long-term relationship, it charges a low repayment to capture the firm as a customer; it knows it will obtain some market power and can earn some rents in the future.\(^{18}\) Both the long-term contract and the long-term relationship contrast with the myopic long-term relationship, where the repayment is high in the first period and low subsequently.

The choice between a long-term contract and a long-term relationship comes about because of a conflict of interest between the bank and the firm. If the bank acts solely according to self-interest, it will charge as high a repayment as it can in the second period of the relationship. If the bank and the firm work together to maximize joint profit, the long-term contract would be feasible.\(^{19}\) This distinction suggests an international comparison of banking practices. In Anglo-Saxon countries (the United States and United Kingdom), ownership of banks and firms is separated by law. In Europe and Japan, banks have close ties to the firms they lend to, often including an equity stake.\(^{20}\) The latter arrangement, called universal banking, helps ensure the bank will not act out of pure self-interest, because it reaps some of the benefits of its customers' profits. The financial intermediation sector in universal banking countries may be closer to long-term contracts, while intermediation in Anglo-Saxon countries may be closer to long-term relationships.\(^{21}\) Of course, as discussed above, this has a

\(^{18}\)This is the motivation for a low introductory price typically found in models of repeated interaction with relationship-specific investment, such as Farrell and Shapiro (1989) and Sharpe (1990).

\(^{19}\)The bank's eagerness to gouge the firm in the second period obviously ignores considerations of reputation. Sharpe (1990) discusses the effects of reputation. He finds that reputation can mitigate the problems of bank opportunism in the second period of a relationship. In his model with reputation, the outcome under a long-term relationship can duplicate the outcome under a long-term contract if certain technical conditions hold.

\(^{20}\)See Bisignano (1990) for a comparison of the two systems.

\(^{21}\)If the bank and the firm were one and the same, the need for costly state verification would be eliminated as the bank could provide costless "internal" funds to finance the firm's investment.
direct implication for the efficiency of financial intermediation in the two groups of countries. Universal banking would be more efficient, if the conclusions of the model could be applied this way, because there would be less dead-weight loss from the monitoring of borrowers by lenders.

4 General equilibrium

Given an agreement between banks and firms on the terms of financing, investment and capital accumulation can be determined. The next step is to calculate the equilibrium over time, as successive cohorts of firms and agents are born, live, and die. The general equilibrium of the model is determined exactly as in Bernanke and Gertler (1989). At the beginning of period $t$, the capital stock $k_t$ is predetermined (by last period’s investment decisions). The capital stock determines output and the wage. Firms that invested in $t - 1$ sell whatever capital their investments netted them and redistribute profits to their owners. Saving is equal to the wages of the young plus the saving of the middle aged. I assume for now that saving is always adequate to fund all projects with positive social value, so rationing never occurs. Investment remains to be determined.

Under either long-term contracts or long-term relationships, every firm with $\omega < \bar{\omega}$ will invest; the cutoff level $\bar{\omega}$ depends positively on $q_{t+1}$ and $q_{t+2}$, so $\bar{\omega}$ can vary with $t$ (and will be written as $\bar{\omega}_t$ where necessary to avoid confusion). Firms born in $t$ with $\omega \leq \bar{\omega}_t$ will invest in period $t$; so will firms born in $t - 1$ with $\omega \leq \bar{\omega}_{t-1}$. Supply of next period’s capital stock $k_{t+1}$ is equal to the sum of capital produced by old firms and capital produced by young firms.

The investments of young firms in period $t$ yield

$$\int_{0}^{\bar{\omega}_t} (K - (\gamma_1 + \gamma_2)G(F^1(\omega))) d\omega$$
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units of capital in \( t+1 \); those of old firms yield

\[
\int_0^{\hat{\omega}_{t+1}} (K - \gamma_1 G(F^2(\omega))) \, d\omega
\]

and the repayments \( F^1 \) and \( F^2 \) have been written explicitly as functions of \( \omega \) as a reminder that less productive firms pay higher repayments, and so are more likely to be monitored. The repayments \( F^1 \) and \( F^2 \) will of course depend on the type of interaction between the bank and the firm: long-term contract or long-term relationship.

Per capita capital formation is

\[
k_{t+1} = K\hat{\omega}_t - \int_0^{\hat{\omega}_t} (\gamma_1 + \gamma_2) G(F^1(\omega)) \, d\omega \tag{13}
\]

\[+ K\hat{\omega}_{t-1} - \int_0^{\hat{\omega}_{t-1}} \gamma_1 G(F^2(\omega)) \, d\omega;\]

(13) is the capital supply function. Four of the variables on the right-hand side vary with \( q_{t+1} \): \( \hat{\omega}_t \) and \( \hat{\omega}_{t-1} \) increase with \( q_{t+1} \), because a higher price for capital will make more firms creditworthy; \( F^1 \) and \( F^2 \) decrease with \( q_{t+1} \), because a bank needs to charge less if the capital with which it is repaid is worth more. Differentiate (13) with respect to \( q_{t+1} \) to see that \( dk_{t+1}/dq_{t+1} > 0 \), as expected for a supply curve.

Demand for next period's capital stock is determined by setting its price equal to its marginal product:

\[
q_{t+1} = f'(k_{t+1}) \tag{14}
\]

Combining (13) and (14) yields the within-period equilibrium.

Within a period, equilibrium is determined by the intersection of capital supply and demand. However, the position of the capital supply curve depends on \( q_{t+2} \), because the number of young firms able to obtain credit will change with the price of the capital they produce when old. In this sense the equilibrium of the model is forward-looking. The equilibrium is also backward-looking, as the number of old firms investing in period \( t \) will depend on how many old firms got credit in period \( t-1 \), which depended on \( q_t \).
equilibrium path of \( q_t \) over time is the solution to the second-order non-linear difference equation produced by substituting (13) into (14):

\[
q_{t+1} = f' \left( K \hat{\omega}_t - \int_0^{\hat{\omega}_t} (\gamma_1 + \gamma_2) G(F^1(\omega)) \, d\omega \right) + K \hat{\omega}_{t-1} - \int_0^{\hat{\omega}_{t-1}} \gamma_1 G(F^2(\omega)) \, d\omega, \tag{15}
\]

where \( \hat{\omega}_t, \hat{\omega}_{t-1}, F^1 \) and \( F^2 \) are implicitly functions of \( q \) at different times.

One solution to (15) is a stationary solution where the price of capital and the capital stock are both constant over time. To see that a stationary solution exists and is unique, note that \( dk/dq > 0 \) along the capital supply curve and \( dk/dq < 0 \) along the capital demand curve.\(^{22}\) In the stationary solution, a constant fraction of each generation of firms gets credit and invests. The variables \( q, k \) and \( \hat{\omega} \) do not vary over time; neither do the repayments \( F^1(\omega) \) and \( F^2(\omega) \).

Any additional equilibrium paths of \( q_t \) will have the following feature: a time period with expensive, scarce capital will be followed by a period with cheap, abundant capital. To see this, look at Figure 4. The central capital supply curve \( S_2 \) represents the stationary equilibrium where \( q_{t+2} = q_{t+1} \). Along the upper capital supply curve (\( S_1 \)), the same price of capital in period \( t+1 \) brings forth less investment than in the stationary equilibrium; for this to be the case, \( q_{t+2} \) must be lower than in the stationary equilibrium, meaning fewer firms can finance investment. By the same logic, along \( S_3 \), \( q_{t+2} \) must be higher than in the stationary equilibrium. Any equilibrium path of \( q_t \) that differs from the stationary equilibrium must have \( q_t \) alternating between high and low values. Anytime that \( q_{t+1} > q \) (such as at the intersection of \( S_1 \) and \( D \)), \( q_{t+2} \) must be less than \( q \) and vice versa. Such oscillating equilibria cannot be ruled out, though they do not have to be present.

\(^{22}\)To prove \( dk/dq > 0 \), we must deal with the fact that \( dF^1/dq_{t+2} \) will be positive for firms with \( \omega \) just below \( \omega^* \) because one effect of higher \( q \) is tougher outside competition for the bank in the second period, lower second period profits, and a higher first period repayment. For other levels of \( \omega \) this effect will be dominated by the usual effect: higher \( q \) means a lower repayment is needed for the bank to cover its cost of funds. It is reasonable to assume the sum over \( \omega \) of all these effects is negative so that \( dk/dq > 0 \).
5 Applications of the model

5.1 Limited availability of savings

Two interesting applications of the model emerge if I relax the assumption that the supply of savings is ample enough to fund every profitable investment project. I originally made the assumption to ensure that storage was always positive, tying down the equilibrium interest rate at $R$ and making it easier to analyze the bank’s lending decision. If storage were zero and banks could not lend to all the firms whose projects are creditworthy, the banks would have to ration the available credit among firms. Once rationing occurs, in exchange for the added complexity of worrying about the equilibrium repayment, I can tell a richer story of credit allocation that includes determining how banks allocate a limited supply of credit between prospective borrowers.

Consider first the case where a single bank has difficulty raising funds to lend to its customers. In the model economy as stated so far, there would be no reason for this to happen since all banks provide identical riskless opportunities for savers. Two dimensions
along which banks with identical loan portfolios could differ, in reality, are capital adequacy and the honesty of their management. Banks with low capital and banks which are suspected of having poor quality management often have trouble raising funds in both wholesale and retail markets. A bank could have trouble raising funds in two ways: be forced to pay a risk premium or simply be quantity-rationed. I will analyze the second type below, but the first type would have broadly similar effects.

If a bank had only a limited supply of funds available and was forced to choose what loans to make, it will always serve its old customers first, under both a long-term contract and a long-term relationship. Under a long-term contract, the bank will fulfill its obligations under existing contracts by supplying funds to old customers before it takes on new obligations by signing contracts with new customers. Under a long-term relationship, old customers yield positive profits for the bank while new customers yield no profit; banks will always lend to old customers first.

If a bank operating with long-term relationships had to sever ties with some old borrowers, it would prefer to keep the firms whose loans provide it with the largest second-period profit. These will not be the same firms the bank would lend to if its aim were to promote social welfare. The most profitable loans are those to firms with average productivity (near $\omega^*$), as Figure 3 makes clear. The least profitable, and therefore first to be denied credit, would be the high productivity firms on whose loans the bank earns no profit (firms with $\omega \leq \omega^*$). These firms will get credit somewhere else.23 The bank will first allocate funds to firms near $\omega^*$, working its way down both sides of the triangle in Figure 3, lending to some firms with $\omega > \omega^*$ and some with $\omega < \omega^*$. A social planner would restrict the bank to lend first to its customers with $\omega > \omega^*$, since those firms cannot get credit from another bank.

As this last argument suggests, a liquidity crisis in a single bank will cause a drop in aggregate investment, as some customers of the affected bank either pay more for credit at another bank or shut down due to lack of credit. The bank's customers with $\omega > \omega^*$ will not

---

23 Blackwell and Santomero (1982) came to the same conclusion for the same reasons, though in a very different model.
be able to get credit elsewhere. They will have to shut down, causing aggregate investment to fall. Customers with $\omega \in (\omega, \omega^*)$ will get credit from another bank, but the outsider bank will insist on a higher repayment to cover its higher monitoring cost. These firms will still produce some capital, but less (in expectation) than if they had been able to continue the relationship with the insider bank. Firms with $\omega \leq \omega$ are unaffected.

Now consider the case where the model economy shifts from having ample savings to having insufficient savings to fund all profitable projects. All banks will have to bid for funds, raising the equilibrium interest rate above $R$. Under these conditions, a new stable equilibrium will emerge with a smaller group of firms receiving credit to fund investment. The most productive firms will make up this group, since they can afford to pay more for funds. Along the transition to the new equilibrium, the disruption of relationships described above will temporarily reduce the capital stock.

5.2 Bank failure

Bank failure is another way established relationships can be disrupted. The possibility of bank failure will affect the terms of loan contracts, and when a bank failure occurs aggregate investment will fall. Return to the version of the model with ample savings and suppose that in each period, with some probability a single, randomly chosen bank fails because of fraud. Assume that when a bank fails, its borrowers still repay their loans, but depositors receive nothing. The terms of all loan contracts will change slightly, to reflect the chance that the lending bank will fail. Some savers lose their savings, but that has no effect on investment as credit is not rationed. More importantly, some firms will see their relationship with their bank disappear. These firms will have to turn to another bank for credit to invest in the second period of their life. Some of the firms that lost their banking relationship will be able to get a one-period loan as a new borrower; firms with $\omega \leq \omega^*$ will be able to get credit for just one period. However, less productive firms with $\omega \in (\omega^*, \hat{\omega})$ will not be able to replace the credit they were expecting from their failed lender, because their investments are not profitable enough to cover the higher cost of monitoring. They were only able to get credit
in the first period because the bank took a loss, expecting to earn profits off the relationship in the second period. Aggregate investment will fall, temporarily, following a bank failure. It will return to its previous level once all firms who were affected by the failure have died.

6 Extensions and conclusions

6.1 More than three periods

If the firms and agents in this economy lived for more than three periods, the repayments charged under a long-term relationship would come closer to those charged under a long-term contract. A longer horizon implies outsider banks provide stiffer competition for insider banks during most of the relationship, because outsider banks could reap profits from dealing with the firm for many future periods instead of just one. In the final period of the firm’s life, the situation would be exactly as described in section 3.5 for the second period of the two-period relationship. In the next to last period of the firm’s life, an outsider bank will offer to initiate a two-period relationship (with certain firms) and the insider bank will limit price against the outsider bank’s offer. This will continue back to the first period of the firm’s life, where banks will, as before, offer it a low introductory rate to capture it as a customer. The range of firms that can get credit expands as the number of periods grows, and the range of firms who are charged the monopoly repayment in the last period of life will shrink. This latter effect makes the distance between the two arrangements diminish but not disappear.

6.2 Retained earnings

An obvious extension of the model would allow a firm to retain the earnings from its first investment to help finance its second investment. If no monitoring occurs in the first period, the firm will be left with $K_1 - F^{11}$ where $K_1$ denotes the outcome of the firm’s first investment. Up until now, the firm has returned all profits to its owners as a dividend. If the firm retains these funds, it could borrow less in the second period, which would reduce the
need for second-period monitoring, reducing expected monitoring costs. Allowing retained earnings to partially or fully finance investment will reduce the deadweight loss associated with borrowing, as numerous authors have pointed out.\textsuperscript{24} In the present model, retained earnings' main effect would be to create a link between a firm's two investment projects, a link that is otherwise absent. While such a link may be an empirically appealing feature, it adds complexity without providing any substantial improvements in understanding of the contracts governing long-term dealings. For this reason, I describe (but do not derive) the changes that would occur in the long-term contract and long-term relationship if firms were allowed to retain earnings.

The long-term contract would change to make the terms of the second loan depend on the outcome of the first investment project.\textsuperscript{25} Still considering only non-equity contracts (cf. section 3.4.1), the optimal contract is a sequence of one-period debt contracts where the terms of the second contract depend on the first period outcome. A good first-period outcome leaves the firm with more retained earnings, so it borrows less for its second investment. Because the firm borrows less, the bank can charge a lower repayment with lower deadweight loss. By reducing deadweight loss, allowing retained earnings increases firm profits. In effect, the optimal contract consists of a loan amount and repayment for the first loan, and a menu of loan amount-repayment pairs for the second loan. The bank must be able to commit to the second period terms in advance for the long-term contract to be feasible.

The long-term relationship will be essentially the same with or without retained earnings financing the second period investment. The bank will still offer a low first-period repayment that exactly offsets its expected profit when it exercises its market power in the second period of the relationship. The only difference arises because the bank's profits in the second period of the relationship - which help determine the terms of the first-period loan - depend on the amount borrowed in the second period, which depends on the result of the firm's first-period investment. The expression for the bank's expected second-period profits becomes much

\textsuperscript{24}This is the point of Bernanke and Gertler (1989), as well as the "pecking-order" theory of corporate finance (Myers and Majluf 1984).

\textsuperscript{25}The contract for this case is described exactly in Webb (1992).
more complicated. The terms of the first-period loan are determined as before, by ensuring that the bank earns zero expected profits over the course of the relationship.

The essential conclusions of the model remain unchanged. The long-term contract is still more efficient than the long-term relationship, as it always must be since it expands the set of permissible contracts. Middle-productivity old customers will still mean the most to the bank. The range of firms that can get credit will expand somewhat. Firms that before were just barely not given credit can now get credit because of the chance they might get a good outcome in the first period and be able to contribute some retained earnings to finance a second period investment. Adding retained earnings makes the long-term contract more complex to calculate and therefore slightly less likely to occur. The more complex the long-term contract, the more costly it is for agents to write and enforce it.

6.3 Conclusion

The model in this paper improves upon previous research into the theoretical nature of bank lending because it explicitly considers the long-term interaction between borrowers and lenders and embeds it in a general equilibrium framework. Long-term relationships are an important feature of financial markets; a good model should feature them.

The nature of the interaction between a bank and a firm depends on what commitment technology is available. If they can commit to a long-term contract, such a contract will be preferred because it eliminates the potential for the bank to extract rents from the firm in future periods of the relationship. If they cannot commit, their initial dealings will reflect their awareness of the bank’s informational advantage once the relationship has begun. Commitment will always be better, from a social welfare point of view, because it expands the set of feasible contracts.

Firms are affected differently by long-term banking relationships. Very productive firms are unaffected, because publicly-available information is sufficient to induce savers to lend to them. Such lending would not have to go through a bank; borrowing by these firms is akin to a commercial paper market where a firm’s creditworthiness alone backs up its debts.
The least productive firms are not helped by a long-term banking relationship because not even a long-term relationship can reduce agency costs enough to allow them to get external credit.

The middle-productivity firms are most affected by long-term banking relationships. For these firms to get credit, more information is required than what is publicly available. Banks produce that information cheaply by lending money under a debt contract. More of these firms get credit once a long-term relationship is taken into account by the lender than when the potential for long-term dealings is ignored. Identifying which firms are helped by long-term banking relationships is a main contribution of the model in this paper.

Another main contribution of the paper is to identify two situations where long-term relationships could be very important for aggregate investment: when a bank only has limited funds to lend and when a bank fails. When faced with a limited amount of funds, the bank will keep its most profitable customers and drop the rest. Traditional theory suggests this is innocuous, as the dropped customers would simply get credit elsewhere. But dropped customers who depended on the lower financing cost from their bank relationship for access to credit will not be able to get credit elsewhere, and the real economy will suffer as a result. The bank’s profit-maximizing choice will not be socially optimal. When a bank fails, again, some firms will not be able to simply move to another lender. Real investment will fall in both cases.

The results of this paper complement the results of Bernanke and Gertler (1989) by expanding the range of financial shocks that can affect the real economy. They showed how a shock to a firm’s balance sheet could reduce its investment by restricting its access to credit. I show how financial market turmoil, specifically a bank liquidity crisis or a bank failure, can reduce investment by disrupting established financing relationships.
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