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Abstract

Many recent papers have tried to identify behavioral disturbances in vector autoregressions (VAR's) by imposing restrictions on the long-run effects of shocks. This paper argues that this approach will support reliable structural inferences only if the underlying economy satisfies strong restrictions. Absent restrictions linking long-run and short-run dynamics, every decomposition of a VAR is essentially equally consistent with any long-run restriction. Further, dynamic common factor restrictions must hold if the scheme is to work properly in small models estimated using time-aggregated data. The paper illustrates possible consequences of failure of these assumptions using bivariate models to identify aggregate supply and demand disturbances.
When do long-run identifying restrictions give reliable results?

Jon Faust and Eric M. Leeper

Vector autoregressions have become an increasingly popular empirical tool since Sims [1980a] labelled the identifying assumptions of large structural econometric models as "incredible." He argued that many empirical questions could be answered with vector autoregressions (VAR's), which impose weaker restrictions on dynamic interactions among time series than are typically applied in traditional structural models. VAR's cannot sidestep the identification issue, however, and much recent work on VAR methodology focuses on finding credible restrictions that are minimally sufficient to identify economically interpretable shocks.

Sims [1980b] initially proposed identifying a VAR by assuming that contemporaneous interactions among variables are recursive. In this approach, one chooses an ordering for the variables and assumes that at each date, variables higher in the ordering are determined before any variable lower in the ordering. This approach rules out rich simultaneity in the determination of variables and is at odds with most plausible accounts of the macroeconomy.

Bernanke [1986], Blanchard and Watson [1986], and Sims [1986] retained the approach of imposing restrictions only on contemporaneous interactions, but broke away from the recursive structure. They impose only economically meaningful contemporaneous restrictions, allowing for more realistic simultaneity in the model. While this approach has proved quite useful, economic theory often does not provide enough contemporaneous restrictions to identify quantities of interest.

The search for additional identifying restrictions led Blanchard and Quah [1989], King et al. [1991], and Shapiro and Watson [1988] to base restrictions on long-run
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neutrality properties. For example, in some widely accepted models a shock to the level of the money supply has no long-run effect on output, while a shock to output may affect the long-run level of money. In a VAR, neutrality properties imply zero restrictions on the long-run effects of shocks. Because such restrictions are plausible \textit{a priori} and easy to implement, use of long-run restrictions has grown very rapidly. Long-run restrictions have been used to study, for example, the sources of business cycles [Bayoumi and Eichengreen, 1992a, 1992b; Moreno, 1992; Rogers and Wang, 1992], money supply and demand shocks [Lastrapes and Selgin, 1993], and the international transmission of shocks [Hutchison and Walsh, 1992; Hutchison, 1992; Ahmed \textit{et al.}, 1993].

The long-run scheme rests on the view that if certain economically plausible long-run neutrality assumptions are imposed, then reliable inferences can be drawn about the short-run dynamics of behavioral disturbances in the economy. This paper argues that the explicit assumptions of the scheme will generally not be sufficient to draw reliable structural inferences. A small VAR model estimated under the scheme must be viewed as an approximation to a part of a larger underlying structure. We show that the long-run scheme will reliably identify the economic quantities of interest only under three sets of strong restrictions on the underlying structure.

First, the long-run neutrality property must be tied to a restriction on finite-horizon dynamics. Without such a tie, structural conclusions derived under the long-run scheme are not robust \textit{in any sample size} to changes in the parsimonious functional form used to fit the data.

A second set of restrictions must be satisfied for a VAR with a small number of variables to capture economically interpretable features of the larger underlying economy. The third set of restrictions is required for the identifying scheme to be appropriate for time-aggregated data. The identification problems that give rise to the need for these restrictions are quite familiar, stemming from problems in aggregating across variables and across time. The paper lays out sufficient restrictions for

\footnote{Hendry [1993] made this point in a more general context. This paper works out the stringent conditions under which the approach may be fruitful.}
the long-run scheme to function properly given these generic aggregation problems and provides some informal means for assessing the plausibility of these restrictions.

The paper illustrates the potential importance of these theoretical results by comparing the results from identifying aggregate supply and demand shocks in three bivariate models. We find that the structural conclusions from these models are mutually inconsistent and that there is little a priori reason to expect that the required restrictions hold in one model and not the others. Thus, we conclude that the long-run scheme as applied in this exercise does not support reliable conclusions about the underlying structure of the economy.

1 Identifying VAR’s using long-run restrictions

This section lays out the basic issues of identification in VAR’s and describes the long-run identification scheme. If \( X_t = (X_{1t}, \ldots, X_{nt})' \) is covariance stationary, then ignoring deterministic components it will have a Wold representation,

\[
X_t = F(L)u_t.
\]

(1)

The disturbance term, \( u_t \), has mean zero, is serially uncorrelated and has a fixed covariance matrix, \( E[u_t u'_t] = \Sigma \) for all \( t \). The term \( F(L) \) is an \((n \times n)\) matrix whose typical element, \( f_{ij}(L) \), is a polynomial in the lag operator, \( L \), where \( f_{ij}(L) = \sum_{k=0}^{\infty} f_{ijk} L^k \); and \( L^k X_t = X_{t-k} \). The matrix polynomial will also be written \( \sum_{k=0}^{\infty} F_k L^k \) where \( F_k \) is the \((n \times n)\) matrix with typical element \( f_{ijk} \). In the Wold representation \( F_0 = I \) by convention.

If \( F(L) \) is invertible,\(^3\) there will also be a VAR representation,

\[
R(L)X_t = u_t,
\]

(2)

where \( R(L) = F(L)^{-1} \), and \( R_0 = I \). Since this VAR expresses each variable at \( t \) in terms of predetermined variables and the current disturbances, it is a reduced

\(^3\) There is a familiar case when \( F(L) \) will not be invertible: if some \( X_{1t} \) is the first difference of a stationary variable, or if \( X_{1t} \) and \( X_{2t} \) are the first differences of cointegrated variables, then \( F(L) \) will not be invertible. In both of these cases, the variables have in some sense been over-differenced to arrive at \( X_t \). That is, some linear combination of the variables was stationary before differencing.
form. Throughout the paper, we limit ourselves to structures with invertible moving average representations; thus, none of our results stem from problems caused by nonfundamental representations that are the focus of Lippi and Reichlin [1993].

1.1 The identification problem

There are many observationally equivalent representations of the process for $X_t$. Taking any non-singular matrix $A_0$, such representations can be written

$$X_t = F(L)A_0A_0^{-1}u_t = A(L)e_t,$$

where $A(L) = F(L)A_0$ and $e_t = A_0^{-1}u_t$. Since $F_0 = I$, the lead matrix of $A(L)$ will be $A_0$. Each $A_0$ produces a structure consistent with the reduced form and the resulting disturbances, $e_t$, are called structural shocks. Of course, each structure has a VAR representation that can be written

$$B(L)X_t = e_t,$$

with $B(L) = A(L)^{-1}$.

Identifying a VAR can be seen as a matter of choosing a unique $A_0$. This choice determines the nature of contemporaneous interactions among the variables. For example, if $A_0$ is lower triangular, as in the recursive scheme proposed by Sims [1980a], the first variable affects all other variables contemporaneously, but not vice versa. The choice of $A_0$ can also be seen as choosing the covariance matrix of structural shocks. Since $e_t = A_0^{-1}u_t$, we have

$$E[e_t e'_t] = A_0^{-1}\Sigma A_0^{-1}'.$$

Identification requires choosing $n^2$ elements of $A_0$. Almost all VAR approaches begin with $n(n + 1)/2$ restrictions on the covariance matrix. The first $n$ restrictions are normalizations that choose the units for the shocks; typically the standard deviations of the shocks are normalized to one. Another $n(n - 1)/2$ restrictions come from the assumption that the structural shocks of interest are mutually uncorrelated. This assumption is consistent with the view that the structural shocks
origin in behaviorally distinct sectors of the economy. Together, these restrictions on $A_0$ imply,

$$A_0^{-1} \Sigma A_0^{-1} = I,$$

where $I$ is the identity matrix.

1.2 The long-run identification scheme

We need $n(n - 1)/2$ more restrictions to identify the model. Blanchard and Quah, King et al., and Shapiro and Watson suggested that some (or possibly all) of these restrictions could come from long-run neutrality properties suggested by economic theory. These long-run neutrality properties have implications for the long-run effects of structural shocks in a VAR. For example, suppose that one believes that a nominal shock should have no long-run effect on output. If output is the $i^{th}$ variable in a VAR and the nominal shock is the $j^{th}$ shock, then the restriction on $A_0$ can be written, $a_{ij}(1) = \sum_{k=0}^{\infty} a_{ijk} = 0$, or,

$$[F(1)A_0]_{i,j} = 0. \quad (4)$$

Some authors have used long-run restrictions for all of the required $n(n - 1)/2$ restrictions [Blanchard and Quah, Ahmed et al., Lastrapes and Selgin], while others have combined long-run restrictions with other restrictions to complete the identification [King et al., Shapiro and Watson, Gali 1992].

If only long-run restrictions are used, the equations can be ordered such that the long-run effects matrix,

$$A(1) = F(1)A_0,$$

is lower triangular (with zeros above the main diagonal) so the structure is recursive in the long run.

The restrictions discussed so far pick out the magnitude of the elements of $A_0$, but not the signs of the elements on the main diagonal. Multiplying a shock and the corresponding polynomials by minus one leaves the empirical implications of the
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model unchanged. Generally, we have a priori views about the sign of the impact or the long-run effect of shocks to certain variables, and this information can be used to complete the identification.

1.3 Illustration: The Blanchard-Quah model

To illustrate the use of the long-run scheme, we consider the bivariate model of Blanchard and Quah, which includes the growth rate of output and the unemployment rate. Thus, \( X_t = (Y_t, U_t)' \) is a vector of quarterly observations on the growth rate of GDP and the unemployment rate.\(^5\) In a two-variable system, four identifying restrictions are needed; three come from normalizing and orthogonalizing the shocks. Blanchard and Quah identify real (aggregate supply) and nominal (aggregate demand) shocks by applying the assumption that nominal shocks have no long-run effect on the level of output. Taking the second shock as the nominal disturbance, this implies \( a_{12}(1) = 0.\)\(^6\) Finally, the signs of the shocks are determined by assuming that positive demand and supply shocks increase output on impact.

The economic interpretation of Blanchard and Quah's identifying assumptions is straightforward. The restriction that identifies the demand shock implies that the long-run aggregate supply function is vertical. Neither disturbance has a long-run effect on unemployment, so the structure is consistent with there being a natural rate of unemployment. From an initial position of full employment, an aggregate demand shock moves the economy up the original short-run supply function. Over time, as behavior adjusts to the demand shock and the resulting increase in prices, the short-run supply function shifts back along the new demand curve. The economy
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\(^5\) Following Blanchard and Quah, output growth has had means extracted for the periods 1948:2 to 1973:4 and 1974:1 to 1992:4, and unemployment has been linearly detrended. The unemployment series is unemployment among males 20 years or older. The VAR analogous to equation (2) is estimated with eight lags and no constant term over the period 1950:2 to 1992:4, using 1948:2 to 1950:1 as initial conditions.

\(^6\) Blanchard and Quah's work can be viewed simply as a decomposition of output into a permanent and transitory component. Of course, there are arbitrarily many ways to perform such a decomposition, and none is inherently more interesting than another. The problems arise only when one attempts to place an economic interpretation on the results. This paper focuses on the robustness of structural economic interpretations of VAR's.
reaches the long run and adjusts fully to the demand shock when the price level rises sufficiently that output has returned to the level consistent with the natural rate of unemployment.

The point estimates we obtained for the dynamic effects of supply and demand shocks are nearly identical to those reported by Blanchard and Quah (Figure 1).\(^7\) Shocks that shift aggregate demand outward have a hump-shaped effect on the level of GDP that peaks after a few quarters and dies out in five years. The path of unemployment is the mirror image of output. The effect of supply shocks on output cumulates to reach a peak after two years before stabilizing at a permanently higher level. The unemployment rate, if anything, increases initially after a positive supply shock, but the response is not strongly positive for more than a few quarters.

The impulse response functions and implied forecast error variance decompositions suggest that demand shocks are the dominant source of output fluctuations in the short-run, and their effects are quite persistent (Table 1). By construction, supply shocks dominate output in the long run. At impact, demand and supply shocks appear to be equally important sources of unemployment fluctuations, while demand shocks dominate at longer horizons.

The validity of the inferences drawn about the relative importance of demand and supply shocks for output fluctuations rests on three aspects of the identification scheme: (1) whether the economic intuition underlying the long-run restriction actually restricts the data; (2) whether the identification correctly aggregates the many underlying behavioral disturbances into demand and supply shocks; (3) whether the identifying assumption that the behavioral disturbances are uncorrelated is valid when data are aggregated over time. The approach in the next three sections is the same: lay out a maintained model that is consistent with all assumptions of the

\(^7\) The vertical axes measure the log of real GDP and the rate of unemployment, while the horizontal axes denote quarters following the shock. The point estimates of the dynamic responses lie inside 90 percent probability bands. We use the Bayesian Monte Carlo procedure described in the RATS manual, which takes random draws from the estimated asymptotic distributions of the VAR innovations and the VAR coefficients. This procedure is standard when the model is just identified. After 10,000 draws from the distributions, the impulse response functions are ordered and the \(2^{nd}\) and \(95^{th}\) percentile responses are extracted.
long-run scheme and investigate what additional restrictions on this general model are needed for the long-run scheme to support reliable structural inferences.

2 Long-run restrictions and finite-horizon implications

Meaningful estimation of the infinite-horizon effect of shocks with a finite span of data requires smoothness assumptions linking aspects of the process observable in the given finite sample to the long-run properties of the process. Under the explicit smoothness assumptions generally used, the long-run restriction provides no reliable basis for selecting among the many structural forms consistent with any estimated reduced form.

2.1 Absent short-run restrictions, long-run restrictions are sterile

Begin with a maintained model that embodies all the restrictions of the long-run scheme. The model includes all covariance stationary \(n\)-dimensional vector time series,

\[ X_t = A(L)\epsilon_t, \]

satisfying \(E[\epsilon_t\epsilon_t'] = I\), \(A(1)\) finite, and satisfying \(n(n - 1)/2\) specified zero restrictions. Assume that the lag polynomial, \(A(L)\), is invertible.

The scheme uses long-run restrictions to identify other, finite-horizon, aspects of the economic system. We assume that the features of interest are the sorts of things usually reported in VAR work. In particular, assume that the parameter of interest in the econometric exercise, \(\theta\), is a finite-dimensional vector containing any collection of VAR coefficients, impulse responses, autocorrelations, or cross correlations.

The estimation of \(\theta\) begins with estimating a reduced form for the data and then the identifying restrictions pick out a unique parameter of interest, \(\theta^*\), consistent with the reduced form. Under the long-run scheme, one estimates a VAR reduced form for the data. Of course, there are arbitrarily many flexible models one might have chosen—for example, moving average models, Almon lag models, or flexible forms in the frequency domain. The choice of the VAR functional form
is a pragmatic one based largely on ease of estimation. Ordinary least squares is typically used, which under the assumption of normal disturbances, is the maximum likelihood estimator conditional on the initial values of the lagged variables. The following proposition shows that the choice of $\theta^*$ over any other parameter of interest consistent with the estimated reduced form is almost strictly an artifact of the choice of the VAR functional form.

**Proposition 1** Take any sample $X$ of size $T$. Suppose that the Gaussian maximum likelihood estimator selects an $m$-parameter VAR with likelihood $L^*$ and that the identification scheme picks out a $(p \times 1)$ parameter of interest $\theta^*$. Let $\Theta$ be the set of all $\theta$'s consistent with the reduced-form VAR. For every $\bar{\theta} \in \Theta$ and every $\varepsilon_{L}, \varepsilon_{\theta} > 0$, there exists an $m$-parameter functional form containing a structure satisfying all restrictions of the maintained model with likelihood $L'$ and parameter of interest $\theta'$ such that

1) $|L' - L^*| < \varepsilon_{L}$, and

2) $d(\theta', \bar{\theta}) < \varepsilon_{\theta}$, where $d$ is any continuous metric on $R^p$.

Proof: see the appendix.

Suppose that given the choice of an $m$-parameter VAR functional form, the OLS estimation procedure leads to a reduced form with likelihood $L^*$, and the long-run scheme picks out $\theta^*$ from among all parameters of interest consistent with the reduced form.\(^8\) The Proposition shows that there is another $m$-parameter functional form including a structure with likelihood arbitrarily close to $L^*$, but for which the long-run scheme chooses a structure arbitrarily similar to $\bar{\theta}$. Thus, the economic interpretation we put on the reduced form—the choice of $\theta^*$ over $\bar{\theta}$—is almost strictly an artifact of the chosen functional form. This would not be a problem if economic theory provided us a reason to suppose that low-order VAR’s were the appropriate model. It is difficult to imagine the a priori reasoning about macroeconomic systems that would justify such a VAR preference.

The intuition for the result is as follows. Suppose the reduced form is estimated using, say, 50 years of data. There is essentially no direct information in a 50-year sample about the infinite horizon. Any inference about the infinite horizon
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\(^8\) The Appendix proof holds for likelihood-based estimation procedures, and, more generally, for criterion functions with certain continuity properties. See the Appendix proof.
rests on extrapolating to the infinite horizon based on the given finite span of data. The particular nature of the extrapolation is imposed by the functional form. Two functional forms that fit the information in the sample equally well may extrapolate to the infinite horizon in very different ways, giving very different reduced form long-run effect matrices, \( F(1) \). Thus, when the long-run scheme is imposed based on the estimated \( F(1) \), as in (4), the two forms will suggest very different structural interpretations of the data.

The spirit of the constructive proof is easy to illustrate. Consider the \( m \)-parameter VAR structure \( \tilde{B}(L)X_t = \varepsilon_t \), with corresponding moving average representation \( X_t = \tilde{A}(L)\varepsilon_t \), where \( X_t \) is \((2 \times 1)\) and \( E\varepsilon_t\varepsilon'_t = I \). Suppose that this structure is not consistent with the long-run scheme because \( \tilde{a}_{12}(1) \) equals some arbitrary \( \xi \), whereas the theory implies \( \tilde{a}_{12}(1) = 0 \). Proposition 1 says that there is an \( m \)-parameter model containing a particular structure that fits the data as well as the model parameterized by \( \tilde{A}(L) \) and that has nearly the same parameter of interest as that implied by \( \tilde{A}(L) \), but which satisfies the long-run restriction. Form this new model by transforming each \( m \)-parameter VAR structure by subtracting \( \xi/k \) from the first \( k \) coefficients of the implied \((1,2)\) element in the moving average representation polynomial. Corresponding to \( \tilde{B}(L) \) in the original VAR model there is a transformed structure, \( \tilde{B}^{(k)}(L) \), with moving average representation \( \tilde{A}^{(k)}(L) \), which satisfies the long-run restriction. For large \( k \), \( \tilde{A}^{(k)}(L) \) is the same as \( \tilde{A}(L) \) except that \( k \) coefficients of \( \tilde{a}_{12}(L) \) have been altered by a tiny amount. When \( k \) is large relative to the sample size, the reduced form of the structure based on \( \tilde{A}^{(k)}(L) \) will be arbitrarily close to that of \( \tilde{A}(L) \) in a likelihood sense, and the parameter of interest associated with \( \tilde{A}^{(k)}(L) \) will be arbitrarily close to that for \( \tilde{A}(L) \). This can be summarized as showing that we can alter the infinite-horizon properties of a structure without compromising the fit to the data and without altering the finite-horizon economic properties captured in the parameter of interest.

The claims of this section are unrelated to Blanchard and Quah’s point that the long-run scheme should work equally well whether or not the true underlying
structure exactly satisfies the long-run restriction. The analysis here assumes the ideal case where the restriction is satisfied exactly and shows that the scheme will not yield reliable results even in the ideal case. In short, unless there is some argument in favor of the particular way that the VAR model extrapolates from the sample information to the infinite horizon, there is little reason to prefer the economic interpretation suggested by $\theta^*$ over any other interpretation consistent with the reduced form.

2.2 Short-run implications of long-run neutrality

If we wish to exploit economic theory's assertions about long-run neutrality properties, we need more than infinite horizon implications. To understand more about the problem and its potential solution, return to the output-unemployment VAR. Suppose one asserts that the long-run scheme has simply mislabelled the two shocks: the estimated supply shock should have been labelled demand and vice versa. This new structural interpretation would seem to be inconsistent with the long-run scheme since the new demand shock has a permanent effect on output. A slight adjustment to the structure can reconcile it with the long-run restriction, however. Suppose that the demand shock’s effect on output is the same as that labelled supply in Figure 1, but that the new demand shock’s effect decays at some horizon beyond that shown in Figure 1. Such a structure can be constructed following the proof of Proposition 1 and cannot be ruled out based on any explicit assumption of the long-run scheme. Such structures also cannot be ruled out based on arguments about relative likelihood or based on an appeal to parsimony.

One can reject such structures, however, by claiming that the implied persistence of the demand shock is implausible. To rule out structures in which demand effects do not begin to die out for 10, 20, 30 years or more, one must impose restrictions on short-run—that is, finite horizon—dynamics. If economic theory or a priori reasoning provide a basis for such restrictions, then the problems of this section can be solved. Suppose one believed, say, that 90-percent of the real effects of any
demand shock disappears in the first 10 years. \footnote{More generally, some probabilistic restriction on the degree of decay at any horizon might be imposed. In practice, this would take the form of a Bayesian prior over the persistence of shocks.} Any decomposition of the VAR satisfying this restriction would be equally plausible under such a restriction. The exercise of simply re-labelling the shocks in the output-unemployment exercise would no longer be consistent with the restrictions, however.

One might wonder whether the long-run scheme as generally implemented implicitly embeds a reasonable set of restrictions about short-run dynamics. For example, the set of structures satisfying a 90 percent decay rule might be adequately captured by considering only \( \theta^* \) along with conventional standard errors. Unfortunately, the finite-order VAR embeds its own set of implicit short-run restrictions. There is no reason to believe that these implicit restrictions coincide with the short-run restrictions that might emerge from economic theory. Indeed, nothing guarantees that \( \theta^* \) will satisfy any restriction on short-run dynamics. Hence, \( \theta^* \), and a confidence region around it need not bear any special relation to the class of structures satisfying any short-run restriction.

Overall, any preference for \( \theta^* \) over other decompositions of the estimated reduced form rests on a strong implicit assumption—loosely speaking, a belief in the primacy of the VAR functional form. Without exploring the implications and plausibility of this assumption, there are no grounds for supposing that the long-run scheme provides a reliable basis for structural interpretations of data. One solution to this problem would be to add explicit assumptions about finite-horizon dynamics. This approach is straightforward to implement—specify restrictions and impose them—but it requires abandoning the view that no \textit{explicit} restrictions should be imposed on finite-horizon dynamics.

3 The problem posed by multiple shocks

So far we have considered identifying \( n \) shocks in an \( n \)-shock model. Of course, the VAR methodology is usually applied in a low-dimensional model that must
be viewed as an approximation to a larger structure with many more sources of uncertainty. Thus, the $n$ shocks identified must be viewed as aggregates of a larger number of underlying shocks. In the output-unemployment model, for example, the estimated supply shock must combine all real disturbances such as oil shocks, labor supply shocks, and productivity shocks. This section follows Blanchard and Quah [theorem, p.670] in considering the conditions under which an $n$-variable VAR system that is a subset of a larger underlying model driven by $m > n$ shocks will correctly aggregate and classify the multiple shocks.

3.1 Necessary and sufficient conditions for aggregation

Take an $n$-variable invertible structure driven by $m$ shocks, $(m > n)$:

$$X_t = \tilde{A}(L)\tilde{\epsilon}_t,$$

where $X_t$ is an $(n \times 1)$ vector of data, $\tilde{A}(L)$ is an $(n \times m)$ matrix polynomial in the lag operator, and $\tilde{\epsilon}_t$ is an $(m \times 1)$ vector of shocks, $E[\tilde{\epsilon}_t \tilde{\epsilon}_t^\prime] = I$.

Suppose that there are $n$ shock categories of interest and that each of the $m$ underlying shocks falls into one of these categories. There are $p_j$ shocks in category $j$, and the shocks are arranged by category. Partition $\tilde{A}(L)$ conformably with the shock categories, so that

$$\tilde{A}(L) = \begin{bmatrix} \tilde{A}_{11}(L) & \ldots & \tilde{A}_{1n}(L) \\ \vdots & \ddots & \vdots \\ \tilde{A}_{n1}(L) & \ldots & \tilde{A}_{nn}(L) \end{bmatrix},$$

where $\tilde{A}_{ij}(L)$ is a row vector of $p_j$ scalar polynomials.

Assume that economic theory provides enough long-run restrictions on this model to make $\tilde{A}(1)$ block lower triangular. In the output-unemployment model, for example, this amounts to assuming that no demand shock in the underlying model has a long-run effect on output. If there were just one shock per category, this restriction would be enough to identify the model. The question of this section
is whether under these conditions, one can apply the long-run scheme to estimate correctly one aggregate shock per category when there are multiple shocks.

Write down the $n$-shock model implied by (5) and apply the long-run scheme. The covariance stationary system in (5) has $n$-shock a Wold representation, say, $X_t = F(L)u_t$. Applying the long-run scheme by choosing $A(1)$ lower triangular gives,

$$X_t = A(L)\varepsilon_t,$$

with $E[\varepsilon_t \varepsilon_t'] = I$.

Even when $\tilde{A}(L)$ is block lower triangular in (5), each aggregate shock in the $n$-shock model, (6), generally will commingle the $m$ underlying shocks at various points in time. Part (i) of the Proposition, which is a variant on and generalization of Blanchard and Quah's theorem [p.670], states when the shock categories but not the timing of shocks will be preserved. Part (ii) states when the shock categories and timing of shocks will be preserved.

**Proposition 2** Given the structure (5) and the $n$-shock representation (6),

i) The shock $\varepsilon_{jt}$ will be a linear function of the underlying category $j$ shocks at time $t$ and before if and only if

$$\tilde{A}(L) = \Gamma(L)D(L)$$

where $\Gamma(L)$ is $(n \times n)$ and $D(L)$ is $(n \times m)$ and block diagonal when partitioned conformably with the shock categories.

ii) The shock $\varepsilon_{jt}$ will be a linear function of the underlying category $j$ shocks at $t$ if and only if part (i) holds and $D(L) = D$, a block diagonal matrix of scalars.

Proof: see the appendix.

The part (ii) conditions, which ensure both the categories and the timing of shocks will be preserved, are very strong: every category $j$ shock must affect variable $k$ in exactly the same way up to a scale factor. This restriction rules out any meaningful sense of multiple shocks in each category.

Part (i) gives a common factor restriction under which the shock categories will be correctly sorted out by the identification scheme, but the timing of the underlying shocks will be distorted in the aggregate shock. While the restriction is complicated
to interpret, the conclusion of the proof is little more than a re-statement of the assumptions. To prove necessity of the restriction, equate the two representations (5) and (6):

\[ X_t = \tilde{A}(L)\tilde{\varepsilon}_t = A(L)\varepsilon_t. \]

If each \( \varepsilon_{jt} \) is a linear combination of the underlying category \( j \) shocks at \( t \) and before, then there must be some \( D(L) \) that is block diagonal when partitioned conformably with the shock categories such that \( \varepsilon_t = D(L)\tilde{\varepsilon}_t \). Substituting, gives

\[ X_t = \tilde{A}(L)\tilde{\varepsilon}_t = A(L)D(L)\tilde{\varepsilon}_t, \]

which is the essence of the required result.

### 3.2 Appraising the theoretical plausibility of the restrictions

Proposition 2 states that the usefulness of the long-run scheme rests implicitly on strong dynamic restrictions on the underlying model. To see how the common factor restriction in part (i) limits differences in the behavior of two shocks from the same category, return to the case of the output-unemployment model, in which the aggregate shocks are supply and demand. Consider shutting down all the shocks in the model except the \( k^{th} \) supply shock. If Proposition 2 holds, and assuming category 1 is supply, we can write,

\[ Y_t = \gamma_{11}(L)d_{1k}(L)\tilde{\varepsilon}_{kt}, \]

\[ U_t = \gamma_{21}(L)d_{1k}(L)\tilde{\varepsilon}_{kt}, \]

or

\[ U_t = \frac{\gamma_{21}(L)}{\gamma_{11}(L)}Y_t. \quad (7) \]

Since \( d_{1k}(L) \) drops out of (7), the expression holds for every supply shock. Under the restriction, the response of \( U \) to every supply shock can be expressed as a single distributed lag on \( Y \). The analogous result holds for the demand shock. In many cases this will be implausible.
Suppose the lead coefficient of the lag polynomial in (7) is negative. Equation (7) states that every supply shock that increases output growth on impact must also decrease the unemployment rate. Many models do not satisfy this restriction. For example, under standard assumptions, a positive productivity shock leads initially to an increase in output growth and a decrease in the unemployment rate. An exogenous increase in female participation in the labor force, however, might lead to an increase in the overall labor force, which initially increases employment, but not by as much as the increase in the labor force. At impact, output growth and the unemployment rate rise.

In general, Proposition 2 provides a basis for bringing theory to bear in assessing when a small VAR model identified under the long-run scheme will provide a reliable basis for inference. Of course, it would also be useful to have some way to evaluate the empirical importance of any violation of Proposition 2.

3.3 Appraising the empirical plausibility of the part (i) restrictions

The conditions in Proposition 2 require that the lag polynomial for the underlying model can be factored in a particular way. One way to test this would be to specify the larger model and use standard approaches to test the implied common factor restrictions [Hendry and Mizon, 1978]. Of course, this would require abandoning many of the practical advantages of using a small model.\(^\text{10}\) We propose an alternative approach in the form of a simple robustness check.

Often there will be several different variables upon which a given analysis could be based. For example, while Blanchard and Quah used output and unemployment, output and prices might seem a more natural and directly interpretable choice since this quantity-price pair is the standard one used to analyze aggregate demand and supply. Alternatively, output and a nominal interest rate would fit into a traditional IS-LM framework. It is difficult on a priori grounds to choose a two-variable system that will best decompose output fluctuations into aggregate demand and supply

\(^{10}\) Given a specification for the larger model and data for the added variables, one might avoid some of the burden of estimating the full restricted model by using LM tests.
shocks.

The aggregation theorem may hold in none of these systems, it may hold for one system but not others, or it may hold for multiple systems. If the aggregation theorem holds for multiple systems, however, the supply shocks estimated in the models will be uncorrelated asymptotically with the demand shocks in the models.\textsuperscript{11} If the supply shock from one model is correlated with the demand shocks from other models, there is clear evidence that one or all of the models have commingled the many underlying supply and demand shocks.

We explore the robustness of the results obtained from the output-unemployment (YU) model by estimating two other bivariate systems: output and inflation (YP) and output and a short-term nominal interest rate (YR).\textsuperscript{12} The contemporaneous correlations among the estimated demand and supply shocks from the three models suggest the models fail to satisfy the shock aggregation theorem.

Demand shocks are moderately positively correlated across the models; supply shocks are weakly correlated (Table 2).\textsuperscript{13} The YP and YR supply shocks, however, are more highly correlated with the YU demand shock (.56 and .54) than with the YU supply shock (.20 and .23). Supply shocks for the YP model are equally correlated with the supply and demand shocks from the model with interest rates. The pattern of large correlations between demand and supply shocks across models implies that each model aggregates the underlying shocks differently.

\textsuperscript{11} Even if the aggregation assumptions hold for two different models, the models need not produce the same shocks: the two could alter the timing of the underlying shocks in a different manner.

\textsuperscript{12} Bayoumi and Eichengreen also estimate YP systems for the United States and several European countries using annual data. The YR model is of independent interest because of the sizeable VAR literature that has explored the dynamic correlations between the two variables. In this literature, interest rate innovations have been variously interpreted as arising from technology (supply shocks) and from monetary policy (demand shocks). See, for example, Sims [1980b] and Novales [1990]. The YP model is estimated using quarterly growth rates in output and the GDP deflator; the YR model uses the quarterly growth rate in output and the level of the three-month Treasury bill rate. To be consistent with the specification of the YU model, each VAR is estimated over the same sample period with eight lags and no constant term. Means for the pre- and post-1974 periods were extracted from each data series. In YP and YR models we make the additional identifying assumptions that transitory disturbances that increase output at impact are positive demand shocks and permanent disturbances that increase output are positive supply shocks.

\textsuperscript{13} The correlations are based on 171 observations, so ignoring the fact that the shocks are estimated, the typical formula implies a standard error of the correlations of about $1 / \sqrt{171} = .08$.\textsuperscript{14}
The impulse response functions (Figures 2 and 3) and forecast error variance decompositions (Tables 3 and 4) for the YP and YR models reveal further differences in how the three systems aggregate underlying supply and demand shocks. In the YP and YR models, demand shocks produce a hump-shaped response in the level of output, but their influence dies out quickly. Output is determined largely by supply. Supply shocks increase output immediately and the long-run response of output is twice that estimated in the YU model. The YP and YR models attribute substantially less of output's forecast error variance to demand shocks at all horizons than does the YU model.

A closer look at the data and the models' estimated shocks underscores how the interpretation of historical episodes can vary with the bivariate system and helps to explain the differences across the three models. With the Korean War in 1950 and the price controls beginning in 1951 came wide swings in inflation, but no corresponding large changes in unemployment and the interest rate. The YP system decomposes the swings into a mixture of large positive and negative demand and supply shocks (Table 5). For example, in 1951:1, a modest drop in GDP coincided with a big spike in inflation, which the YP model attributes to a combination of a large outward shift in demand and an inward shift in supply. The other two models do not have to account for inflation fluctuations and report nothing extraordinary.

Different interpretations of the 1957–1958 recession also emerge from the three models. The YU model tells an exclusively demand-side story, with large negative demand shocks occurring immediately before the peak in 1957:3 and during the recession. The YP and YR models attribute the recession to both demand and supply shocks. The dramatic oil price increases in early 1974 and 1979 are identified as big negative supply shocks in the YP model and as a mixture of negative supply and demand shocks in the YR and YU models.\textsuperscript{14}

The strong correlations between demand and supply shocks across the models imply that the three models have sorted the underlying behavioral disturbances into

\textsuperscript{14} The supply shocks in the YP model occur about three quarters after the oil shocks hit. This lag is consistent with Hamilton's [1983] estimates of the effects of oil shocks on output.
aggregate supply and demand categories differently. We see no a priori grounds for selecting among the three models: the models are based on the same long-run restriction and none of the models identifies short-run behavior that might otherwise be used as a criterion for preferring a model. Likewise there seems to be no theoretical basis for supposing that the Proposition 2 restrictions are more likely to hold in one model than another. Thus, we are left to conclude that none of these models provides a basis for reliable structural inference.

4 Restrictions implied by assuming contemporaneously uncorrelated shocks

In VAR modelling, long-run restrictions typically are coupled with the assumption that structural shocks are orthogonal. The orthogonality assumption is often treated more as a normalization than as an essential part of the identification scheme. In this section, we show that the reliability of inferences under the orthogonality assumption turns crucially on the frequency of observation of the data. Even if the orthogonality assumption is appropriate in sufficiently high frequency data, feedbacks among economic variables at higher frequency than that of the measured data can invalidate the orthogonality restriction. Following the form of the previous section, we derive the restrictions on an underlying high frequency model that would allow the long-run scheme to get the correct answer in data measured at lower frequency.

Identification in time-aggregated models is an issue that has been discussed before in the context of traditional models of supply and demand [Hendry, 1992] and in the more general time series literature. Telser [1967] showed that an underlying discrete-time AR structure is identified in lower frequency data when the order of the AR model is known. Phillips [1973] provided restrictions under which a continuous-time structure is identified in discrete data. Hansen and Sargent [1991] discussed

15 Ahmed et al. [p. 336] say that their identification relies "exclusively on long-run restrictions" and Blanchard and Quah [p. 659] call the orthogonality restrictions a "nonissue."
when the cross-equation restrictions of rational expectations models would identify a continuous-time structure.

Most VAR modelling using the long-run scheme runs counter to the spirit in the general time series literature. In particular, the goal in the VAR literature is to specify a minimal set of assumptions that might be consistent with a broad range of theories and underlying structures. Thus, nothing is interpreted as a deep parameter, and no cross equation restrictions are imposed. This section examines when some of these general features remain identified in data sampled at some lower frequency than the underlying model.

4.1 Time aggregation and identification

Consider an \( n \)-variable structure driven by \( n \) shocks:

\[
\ddot{X}_t = \bar{A}(L)\ddot{\epsilon}_t, \tag{8}
\]

with \( \bar{A}(1) \) lower triangular and \( E[\ddot{\epsilon}_t \ddot{\epsilon}_t'] = I, t = 1, \ldots, TP \). Now consider a time-aggregated version of the model in which there is an observation only every \( p \) periods. If the original model involves quarterly data, \( p = 4 \) produces an annual model. The low frequency data might be end-of-period, or an average over the period.

We suppose, generally, that the observed data are some linear function of the \( p \) observations making up the courser time period:

\[
X_t = M(L)\ddot{X}_t, \quad t = p, 2p, \ldots, TP,
\]

where \( M(L) \) is diagonal, of order \( p - 1 \), and known. The model for \( X_t \) can be written

\[
X_t = M(L)\bar{A}(L)\ddot{\epsilon}_t, \quad t = p, 2p, \ldots, TP.
\]

This expresses \( X_t \) in terms of all the underlying shocks at the higher frequency; the lag operator operates on \( t \), which is in the higher frequency units. There will also

\footnote{Linear time aggregation does not cover some interesting cases. If the quarterly data are logarithms of some underlying series and the annual data are logarithms of the annual average of the underlying series, then the time aggregation is nonlinear. The results of this section may approximately apply under a linear approximation to the aggregation scheme, however. In the examples here, the quarterly output numbers are the first difference of logs and the annual data are the fourth quarter over fourth quarter log growth rates, which do involve linear aggregation.}
be a Wold representation for the $X_t$ with only one shock per coarser period that
can be written,

$$X_t = F(L^p)u_t, \quad t = p, 2p, \ldots, Tp.$$  

Application of the long-run scheme leads to,

$$X_t = A(L^p)\varepsilon_t, \quad t = p, 2p, \ldots, Tp,$$

with $E[\varepsilon_t\varepsilon'_t] = I$ and $A(1)$ lower triangular.

When will $\varepsilon_{j,t}$ be an aggregate of the higher frequency $\tilde{\varepsilon}_j$'s in the $p$-periods
underlying the coarser observation, or in all periods before $t$? The necessary and
sufficient conditions for these outcomes can be stated in terms of a factorization of
$\bar{A}(L)$; the reasoning follows that in the previous section:

**Proposition 3** Given the structure (8) and the representation for the data sampled
every $p$ periods, (9), with time averaging $M(L)$,

i) The shocks $\varepsilon_{j,t}$ will be a linear function only of $\tilde{\varepsilon}_s$, $s = t, t-1, \ldots$, for all $j$,
if and only if,

$$M(L)\bar{A}(L) = \Gamma(L^p)D(L),$$

where $D(L)$ is diagonal, and there exists a diagonal $\hat{D}(L^p)$ such that $\hat{D}(L^p)^{-1}D(L)\tilde{\varepsilon}_t$, 
$t = p, 2p, \ldots, Tp$, is white noise.

ii) The shocks $\varepsilon_{j,t}$ will be a linear function only of $\tilde{\varepsilon}_s$, $s = t, t-1, \ldots, t-p+1$ if
and only if part (i) holds, and the diagonal elements of $D(L)$ are of order less than $p$.

Proof: see the appendix.

### 4.2 Appraising the time aggregation conditions theoretically

The simplest case when Proposition 3 is met is when $\bar{A}(L)$ is block diagonal, implying
that no variable Granger causes any other variable in the system. In this case,
since $M(L)$ is diagonal, the common factor restriction holds trivially. In general
equilibrium macroeconomic models, however, high frequency feedbacks may be of
central importance. For example, when stock prices plummeted in October 1987,
the Federal Reserve provided added reserves within a day of the initial shock. If
the stock price movement were due to a supply shock, the high frequency feedback
to a nominal variable such as the money supply could easily induce the type of correlations in quarterly or monthly data that would violate Proposition 3.

Proposition 3 does not rule out feedbacks at high frequency, but the types of feedback allowed are quite limited. Return to the quarterly YU model and consider when an annual model would properly sort out the supply and demand shocks. Suppose that the aggregation scheme for the two variables is the same \( M_{11}(L) = M_{22}(L) \). Following the argument of the multiple shock section, Proposition 3 implies that, for the supply (first) shock,

\[
U_t = \frac{\gamma_{21}(L^4)}{\gamma_{11}(L^4)} Y_t \quad t = 1, 2, \ldots, 4T.
\]

The response of quarterly \( U_t \) to a supply shock must be expressible simply in terms \( Y_t, Y_{t-4}, \ldots \). There is no strong reason to believe that this sort of periodic behavior is present in economic data. One might hope that feedbacks at frequencies higher than the measured data are sufficiently small that the restrictions approximately hold, however, so some way of assessing the likely magnitude of violations would be helpful.

4.3 Assessing the empirical relevance of Proposition 3

We estimate annual versions of the YU and YP models presented in the previous section, using annual average data.\textsuperscript{17} The annual YP model is similar to the one used extensively by Bayoumi and Eichengreen to study supply and demand shocks in the OECD.\textsuperscript{18} Many of the broad features of the quarterly models carry over to the annual model. In the YU system, much of the forecast error variance in output is attributed to demand, while the YP model gives much less precedence to demand.

One way to characterize how similarly the quarterly and annual models separate supply and demand is to assume that the estimated quarterly models are correct and to ask how the annual models aggregate the quarterly ones. Given a quarterly

\textsuperscript{17} We also estimated the YR model in this case, but its inclusion added little.

\textsuperscript{18} Annual averaging of the quarterly models implies that output and inflation were measured in fourth-quarter-over-fourth-quarter log growth rates. The unemployment rate is simply an average. Two lags were allowed in each model. The same means were taken out as in the quarterly models.
model based on $\hat{A}(L)$ and a finite VAR approximation to an annual aggregation of the quarterly data, $A(L^p)$, there is a simple expression showing how the annual model aggregates the shocks from the quarterly model:

$$\epsilon_t = C(L)\tilde{\epsilon}_t,$$

$$t = 4, 8, \ldots, C(L) = A(L^p)^{-1}M(L)\hat{A}(L),$$

or

$$\epsilon_{it} = c_{i1}(L)\tilde{\epsilon}_{1it} + c_{i2}(L)\tilde{\epsilon}_{2it}.$$ 

The annual supply shock will generally be a distributed lag of the underlying supply and demand shocks, and similarly for the annual demand shock. Given the point estimates for the annual and quarterly models, we can compute the implied $C(L)$ and plot the lag polynomials illustrating how the two quarterly shocks are weighted in creating the annual shocks (Figure 4).

The annual YP model involves almost no commingling of the quarterly shocks. Thus, for the U.S. data, it appears that Bayoumi and Eichengreen's application of the long-run scheme in annual data did not lead to a different categorization of supply and demand shocks than the quarterly model. This result emerges because there are few feedbacks from $Y$ to $P$ ($Y$ does not Granger cause $P$ in the quarterly data) and the feedbacks from $P$ to $Y$ approximately satisfy the restriction of the proposition. In the YU model over one-quarter of the variance of the annual supply shock is accounted for by the quarterly demand shock (Table 6). The YU demand shock is somewhat less confounded, with about ten percent of the variance of the annual demand shock accounted for by quarterly supply shocks.

The annual models may also distort the timing of the underlying shocks. For three of the shocks, over 80 percent of the variance of the annual shock is accounted for by shocks in quarters constituting the annual observation. For the YU supply shock about half the variance comes from quarterly shocks in the previous year.

Overall, this exercise provides a basis for limited optimism regarding time aggregation problems in the cases examined. Given the ubiquitous feedbacks present in most theoretical models and the tight restrictions imposed by Proposition 3, it
might seem likely that time aggregation would greatly muddle the results. The substantial absence of feedbacks in the quarterly YP model led to little comming in the annual model. The quarterly YU model had larger feedbacks and showed more time aggregation bias.

5 Comments

The explicit assumptions of the long-run identifying scheme have been viewed as few in number and innocuous in content. Ahmed et al. [p. 342] note that they “cannot imagine an alternative set of restrictions that would be less restrictive” and still be sufficient for addressing the questions at hand. From this perspective, the long-run scheme may represent an extreme in the search for identifying assumptions that are protected from the incredible label stamped on earlier approaches.

This paper shows that structural inference under the long-run scheme will be reliable only if the underlying structure being approximated by the small VAR satisfies strong dynamic restrictions. In providing an explicit characterization of those restrictions, the paper provides a basis for evaluating whether heretofore implicit restrictions are consistent with the economic reasoning underlying the econometric exercise.

The results of this paper do not suggest that the long-run scheme should be abandoned. The results do not even provide a clear ranking of the scheme against other VAR approaches, or against structural modelling in the Cowles tradition, or against real business cycle modelling. We take the results as further evidence that identification in macroeconomics is a dirty business. Perhaps the most important issue in structural inference is assessing the robustness of inferences to changes in the unappealing aspects of the identification scheme. We hope this paper provides some insights to help in this assessment when using the long-run scheme.
Appendix

Proof of Proposition 1: Parameterize the $n$-variable VAR structures under consideration by $\beta = \{\alpha, \psi\}$ where $\alpha = \{A_i\}$ is the sequence of $(n \times n)$ coefficient matrices of the lag polynomial, $A(L)$, and $\psi$ describes the parameters of the shock process.

Suppose that the VAR model is being estimated by maximizing a likelihood function $L(\beta | X^T)$ where $\beta$ is $(m \times 1)$. Take the structure parameterized by $\beta^* = \{\alpha^*, \psi^*\}$ which is consistent with the maintained model and which has parameter of interest $\theta^*$. Let $\bar{\beta} = \{\bar{\alpha}, \bar{\psi}\}$ be the parameter of some VAR with the same reduced form as that parameterized by $\beta^*$. The parameter of interest for $\bar{\beta}$ is $\bar{\theta}$.

Let $Q$ be the $(n \times n)$ matrix with $Q_{i,j} = 0$ if the $i,j$ element of $\hat{A}(1)$ is consistent with long-run restrictions of the maintained model, and $Q_{i,j} = [\hat{A}(1)]_{i,j}$ else. Define a sequence of $m$-parameter models indexed by $k$: map each $\beta = \{\alpha, \psi\}$ consistent with the VAR model into a parameter $\beta^{(k)} = \{\alpha^{(k)}, \psi\}$ in the new model, where $\alpha^{(k)}$ is defined according to, $A_i^{(k)} = A_i - Q/k$ if $0 < i \leq k$ and $A_i^{(k)} = A_i$ else. Let $\bar{\beta}^{(k)} = \{\bar{\alpha}^{(k)}, \bar{\psi}\}$ be the $k^{th}$ model's structure corresponding to $\bar{\beta}$ in the original model. Note that $\hat{A}^{(k)}(1)$ satisfies the long-run restriction for all $k > 0$.

Part i. A sufficient condition for part (i) is that $L(\hat{\beta}^{(k)} | X^T) \rightarrow_k L(\hat{\beta} | X^T)$ for all $X^T$. This condition will be met if each linear combination of the random variables parameterized by $\hat{\beta}^{(k)}$ converge in mean square to the corresponding linear combination of those parameterized by $\hat{\beta}$. (Convergence in mean square implies convergence in distribution, which, under the assumption of continuous likelihoods, implies convergence of the likelihood.) Since $X^T$ and $X^{(k),T}$ have the same shock process, we can write samples of size $T$ for each structure as:

$$X_t = \hat{A}(L)\xi_t$$
$$X_{kt} = \hat{A}^{(k)}(L)\xi_t$$

$t = 1, 2, \ldots, T$. Take the mean squared difference of an arbitrary linear combination
of the random variables:

\[ E\left( \sum_{t=1}^{T} \sum_{j=1}^{n} w_{tj}(X_{tj} - X_{tjk})^2 \right) \]  \hspace{1cm} (10)

Since each random variable has mean zero, the double sum is a variance. The double sum can be re-stated as a weighted sum of terms \( z_{ijkt} = (\tilde{a}_{ij}(L) - \tilde{a}_{ij}^{(k)}(L))\varepsilon_{jt} \) where the number of terms, call it \( M \), is fixed by \( T \) and \( n \) and the weights are fixed by \( T \), \( n \), and the \( w_{tj} \)'s. The variance of such a term is bounded by \( M^2 \) times the maximum weight squared times the maximum variance of any \( Z \) term. Since \( M \) and the maximum weight are fixed independently of \( k \), it is sufficient to show that the variance of all the \( Z \) terms goes to zero with \( k \). The term \( \operatorname{var}(Z_{ijkt}) = \operatorname{var}(\varepsilon_{jt})\|\tilde{a}_{i,j} - \tilde{a}_{i,j}^{(k)}\|_2 \). By construction this term goes to zero with \( k \).

Note: The key feature of the sequence of models used in this proof is that \( \tilde{a}^{(k)} \) goes to \( \tilde{a} \) with \( k \) in the \( l^2 \) norm:

\[ \left( \sum_{h=0}^{\infty} \sum_{i=1}^{n} \sum_{j=1}^{n} (\tilde{A}_{i,j,h} - \tilde{A}_{i,j,h}^{(k)})^2 \right)^{1/2} \rightarrow_k 0. \]

The proof shows that the likelihood function is continuous in the \( \alpha \) parameter in the \( l^2 \) sense. The proof could be repeated for any criterion function with this continuity property.

Part ii. A sufficient condition is that \( \tilde{\theta}_i^{(k)} \rightarrow_k \tilde{\theta}_i \) for all \( i \). The elements of \( \theta \) are moving average or VAR coefficients, correlations, or forecast error variances. It is straightforward to verify that each of these is an \( l^2 \) continuous function of the \( \alpha \) parameter in the sense discussed above. Thus, the required condition is satisfied. Q.E.D.

**Proof of Proposition 2:** Part i. Necessity can be proven following the discussion in the text. Consider sufficiency. Suppose \( \tilde{A}(L) = \Gamma(L)D(L) \). Factor \( D(L) = Q(L)\hat{D}(L) \) where \( Q(L) \) is diagonal, \((n \times n)\), and \( Q_{jj}(L) \) contains any factors common to all scalar polynomials in the \( j^{th} \) block diagonal element of \( D(L) \). Form \( \tilde{\varepsilon}_t = \hat{D}(L)\tilde{\varepsilon}_t \). Each \( \tilde{\varepsilon}_{jt} \) is a function only of the shocks in category \( j \), and no \( \tilde{\varepsilon}_{jt} \) has a unit root: each is a linear function of uncorrelated variables with no common
unit roots. Thus, there is a \( \tilde{d}_j(L) \) such that \( \tilde{d}_j(L)^{-1}\tilde{\epsilon}_j \) is white noise with standard deviation one. Form the diagonal matrix, \( \hat{D}(L) \) with \( \tilde{d}_j(L) \) in the \( j^{th} \) diagonal element. We can now write the system,

\[
X_t = \Gamma(L)Q(L)\hat{D}(L)\hat{D}(L)^{-1}\hat{D}(L)\tilde{\epsilon}_t.
\]

Defining \( A(L) = \Gamma(L)Q(L)\hat{D}(L) \) and \( \tilde{\epsilon}_t = \hat{D}(L)^{-1}\hat{D}(L)\tilde{\epsilon}_t \), we have \( X_t = A(L)\tilde{\epsilon}_t \).

Since \( \hat{A}(1) \) is lower triangular, and \( \hat{D}(1)^{-1}\hat{D}(1) \) has all elements non-zero by construction, the implied \( A(1) \) is lower triangular.

**Part ii.** Repeat the proof of part i with \( D(L) = D \). Q.E.D.

**Proof of Proposition 3:** Part i. Necessity: From the two representations of \( X_t \) and assuming the conclusion we have,

\[
M(L)\hat{A}(L)\tilde{\epsilon}_t = A(L^p)\tilde{\epsilon}_t = A(L^p)Z(L)\tilde{\epsilon}_t
\]

for some diagonal \( Z(L) \). Thus, \( M(L)\hat{A}(L) = A(L^p)Z(L) \), proving the point.

Sufficiency. By assumption,

\[
M(L)\hat{A}(L)\tilde{\epsilon}_t = \Gamma(L^p)D(L)\tilde{\epsilon}_t
\]

By assumption, there is a matrix polynomial \( \hat{D}(L^p) \) such that \( \hat{D}(L^p)^{-1}D(L)\tilde{\epsilon}_t \), for all \( \hat{D}(L^p)^{-1}D(L)\tilde{\epsilon}_t \), \( t = p,2p,\ldots \) is white noise. Write

\[
M(L)\hat{A}(L)\tilde{\epsilon}_t = \Gamma(L^p)\hat{D}(L^p)\hat{D}(L^p)^{-1}D(L)\tilde{\epsilon}_t
\]

Take \( A(L^p) = \Gamma(L^p)\hat{D}(L^p) \) and \( \tilde{\epsilon}_t = \hat{D}(L^p)^{-1}D(L)\tilde{\epsilon}_t \). The matrix, \( A(1) \) is lower triangular since \( \hat{D}(1)^{-1}D(1) \) has all elements non-zero.

**Part ii.** Repeat the proof of part i with the order of \( D(L) \) limited. Q.E.D.
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Table 1: Percent of forecast error variance due to demand in the YU system.

<table>
<thead>
<tr>
<th>quarter</th>
<th>lower</th>
<th>point est.</th>
<th>upper</th>
<th>lower</th>
<th>point est.</th>
<th>upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>52.8</td>
<td>99.9</td>
<td>100.0</td>
<td>2.4</td>
<td>43.9</td>
<td>93.6</td>
</tr>
<tr>
<td>2</td>
<td>51.3</td>
<td>99.4</td>
<td>99.6</td>
<td>5.8</td>
<td>53.8</td>
<td>96.3</td>
</tr>
<tr>
<td>3</td>
<td>52.2</td>
<td>99.5</td>
<td>99.4</td>
<td>11.1</td>
<td>63.3</td>
<td>97.2</td>
</tr>
<tr>
<td>4</td>
<td>52.0</td>
<td>99.0</td>
<td>99.2</td>
<td>16.6</td>
<td>71.0</td>
<td>96.7</td>
</tr>
<tr>
<td>8</td>
<td>36.4</td>
<td>84.7</td>
<td>94.9</td>
<td>34.1</td>
<td>82.9</td>
<td>93.4</td>
</tr>
<tr>
<td>12</td>
<td>27.1</td>
<td>73.2</td>
<td>91.5</td>
<td>38.7</td>
<td>84.1</td>
<td>92.4</td>
</tr>
<tr>
<td>24</td>
<td>17.7</td>
<td>55.3</td>
<td>80.8</td>
<td>40.1</td>
<td>84.3</td>
<td>92.3</td>
</tr>
<tr>
<td>40</td>
<td>12.5</td>
<td>42.6</td>
<td>67.6</td>
<td>40.1</td>
<td>84.3</td>
<td>92.3</td>
</tr>
</tbody>
</table>

Bounds are the 5th and 95th percentile based on the simulations described in the text.

Table 2: Contemporaneous correlation among the shocks in the three models.

<table>
<thead>
<tr>
<th>Demand Shocks</th>
<th>Supply Shocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YU-D</td>
</tr>
<tr>
<td>YU-D</td>
<td>1.00</td>
</tr>
<tr>
<td>YP-D</td>
<td>1.00</td>
</tr>
<tr>
<td>YR-D</td>
<td>1.00</td>
</tr>
<tr>
<td>YU-S</td>
<td>1.00</td>
</tr>
<tr>
<td>YP-S</td>
<td>1.00</td>
</tr>
<tr>
<td>YR-S</td>
<td></td>
</tr>
</tbody>
</table>
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Table 3: Percent of forecast error variance due to demand in the YP system

<table>
<thead>
<tr>
<th>quarter</th>
<th>lower</th>
<th>Y error point est.</th>
<th>upper</th>
<th>lower</th>
<th>P error point est.</th>
<th>upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.9</td>
<td>46.4</td>
<td>96.8</td>
<td>3.7</td>
<td>56.5</td>
<td>98.5</td>
</tr>
<tr>
<td>2</td>
<td>2.7</td>
<td>50.2</td>
<td>97.5</td>
<td>5.8</td>
<td>62.2</td>
<td>98.6</td>
</tr>
<tr>
<td>3</td>
<td>3.0</td>
<td>51.0</td>
<td>97.5</td>
<td>7.1</td>
<td>66.3</td>
<td>98.8</td>
</tr>
<tr>
<td>4</td>
<td>3.0</td>
<td>50.9</td>
<td>97.5</td>
<td>8.0</td>
<td>68.3</td>
<td>98.9</td>
</tr>
<tr>
<td>8</td>
<td>3.3</td>
<td>37.2</td>
<td>90.4</td>
<td>8.3</td>
<td>69.4</td>
<td>99.0</td>
</tr>
<tr>
<td>12</td>
<td>2.8</td>
<td>27.6</td>
<td>80.5</td>
<td>8.6</td>
<td>70.2</td>
<td>99.0</td>
</tr>
<tr>
<td>24</td>
<td>1.6</td>
<td>15.7</td>
<td>57.4</td>
<td>9.0</td>
<td>71.6</td>
<td>99.2</td>
</tr>
<tr>
<td>40</td>
<td>1.0</td>
<td>9.4</td>
<td>36.6</td>
<td>9.2</td>
<td>72.2</td>
<td>99.3</td>
</tr>
</tbody>
</table>

Bounds are the 5th and 95th percentile based on the simulations described in the text.

Table 4: Percent of forecast error variance due to demand in the YR system

<table>
<thead>
<tr>
<th>quarter</th>
<th>lower</th>
<th>Y error point est.</th>
<th>upper</th>
<th>lower</th>
<th>R error point est.</th>
<th>upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.5</td>
<td>53.6</td>
<td>98.4</td>
<td>10.2</td>
<td>77.2</td>
<td>99.7</td>
</tr>
<tr>
<td>2</td>
<td>2.2</td>
<td>50.7</td>
<td>97.9</td>
<td>12.2</td>
<td>80.3</td>
<td>99.6</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>43.9</td>
<td>96.1</td>
<td>16.6</td>
<td>84.4</td>
<td>98.4</td>
</tr>
<tr>
<td>4</td>
<td>2.3</td>
<td>37.7</td>
<td>93.9</td>
<td>19.1</td>
<td>87.3</td>
<td>98.1</td>
</tr>
<tr>
<td>8</td>
<td>5.6</td>
<td>19.6</td>
<td>76.5</td>
<td>20.1</td>
<td>88.9</td>
<td>98.2</td>
</tr>
<tr>
<td>12</td>
<td>6.9</td>
<td>13.2</td>
<td>59.8</td>
<td>19.9</td>
<td>88.5</td>
<td>97.7</td>
</tr>
<tr>
<td>24</td>
<td>3.7</td>
<td>6.5</td>
<td>40.4</td>
<td>18.3</td>
<td>87.7</td>
<td>97.4</td>
</tr>
<tr>
<td>40</td>
<td>2.1</td>
<td>3.9</td>
<td>25.0</td>
<td>17.7</td>
<td>87.6</td>
<td>97.4</td>
</tr>
</tbody>
</table>

Bounds are the 5th and 95th percentile based on the simulations described in the text.
Table 5: Identified demand and supply shocks in three Models for selected periods

<table>
<thead>
<tr>
<th>date</th>
<th>YU-D</th>
<th>YP-D</th>
<th>YR-D</th>
<th>YU-S</th>
<th>YP-S</th>
<th>YR-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>51:1</td>
<td>-0.0</td>
<td>3.0</td>
<td>-0.7</td>
<td>-0.9</td>
<td>-3.3</td>
<td>-0.0</td>
</tr>
<tr>
<td>51:2</td>
<td>1.5</td>
<td>-1.6</td>
<td>1.1</td>
<td>1.1</td>
<td>4.6</td>
<td>2.1</td>
</tr>
<tr>
<td>51:3</td>
<td>1.3</td>
<td>-1.4</td>
<td>0.3</td>
<td>3.6</td>
<td>3.3</td>
<td>1.0</td>
</tr>
<tr>
<td>51:4</td>
<td>-1.4</td>
<td>0.5</td>
<td>-1.3</td>
<td>0.8</td>
<td>-0.5</td>
<td>-1.0</td>
</tr>
<tr>
<td>57:2</td>
<td>-1.3</td>
<td>-1.7</td>
<td>-0.3</td>
<td>-0.7</td>
<td>-0.2</td>
<td>-1.2</td>
</tr>
<tr>
<td>57:3</td>
<td>1.3</td>
<td>0.3</td>
<td>0.5</td>
<td>0.2</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>57:4</td>
<td>-2.3</td>
<td>-2.5</td>
<td>-1.0</td>
<td>0.8</td>
<td>-0.7</td>
<td>-2.1</td>
</tr>
<tr>
<td>58:1</td>
<td>-2.6</td>
<td>-1.8</td>
<td>-3.0</td>
<td>0.7</td>
<td>-2.7</td>
<td>-1.2</td>
</tr>
<tr>
<td>58:2</td>
<td>0.8</td>
<td>1.0</td>
<td>0.5</td>
<td>2.2</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>74:1</td>
<td>-1.0</td>
<td>-1.8</td>
<td>-3.3</td>
<td>-0.3</td>
<td>0.2</td>
<td>2.8</td>
</tr>
<tr>
<td>74:2</td>
<td>0.7</td>
<td>0.6</td>
<td>1.0</td>
<td>-1.9</td>
<td>0.4</td>
<td>-0.6</td>
</tr>
<tr>
<td>74:3</td>
<td>-1.4</td>
<td>1.0</td>
<td>-2.4</td>
<td>-0.5</td>
<td>-2.4</td>
<td>-0.3</td>
</tr>
<tr>
<td>74:4</td>
<td>0.1</td>
<td>0.2</td>
<td>0.9</td>
<td>2.0</td>
<td>-0.4</td>
<td>-1.2</td>
</tr>
<tr>
<td>75:1</td>
<td>-2.0</td>
<td>-0.1</td>
<td>-2.6</td>
<td>2.7</td>
<td>2.4</td>
<td>-1.1</td>
</tr>
<tr>
<td>75:2</td>
<td>2.3</td>
<td>-0.7</td>
<td>1.4</td>
<td>1.2</td>
<td>2.6</td>
<td>-0.5</td>
</tr>
<tr>
<td>79:1</td>
<td>-0.6</td>
<td>-0.5</td>
<td>0.7</td>
<td>0.0</td>
<td>-0.2</td>
<td>-1.1</td>
</tr>
<tr>
<td>79:2</td>
<td>-0.2</td>
<td>0.1</td>
<td>0.6</td>
<td>-1.5</td>
<td>-0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>79:3</td>
<td>0.1</td>
<td>1.7</td>
<td>1.0</td>
<td>0.5</td>
<td>-0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>79:4</td>
<td>-0.4</td>
<td>-0.4</td>
<td>1.6</td>
<td>0.3</td>
<td>-0.4</td>
<td>-2.2</td>
</tr>
<tr>
<td>80:1</td>
<td>-0.1</td>
<td>0.6</td>
<td>1.3</td>
<td>2.0</td>
<td>-0.3</td>
<td>-0.6</td>
</tr>
<tr>
<td>80:2</td>
<td>-3.0</td>
<td>-1.7</td>
<td>-4.0</td>
<td>1.7</td>
<td>-2.7</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 6: Decomposition of annual shock variances for the YU and YP models

<table>
<thead>
<tr>
<th>annual shock</th>
<th>Share of annual shock variance due to quarterly supply shock</th>
<th>both quarterly shocks, horizon 4 quarters</th>
<th>8 quarters</th>
</tr>
</thead>
<tbody>
<tr>
<td>YU-S</td>
<td>0.73</td>
<td>0.51</td>
<td>0.96</td>
</tr>
<tr>
<td>YP-S</td>
<td>0.96</td>
<td>0.88</td>
<td>0.97</td>
</tr>
<tr>
<td>YU-D</td>
<td>0.09</td>
<td>0.86</td>
<td>0.97</td>
</tr>
<tr>
<td>YP-D</td>
<td>0.05</td>
<td>0.80</td>
<td>0.94</td>
</tr>
</tbody>
</table>
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Figure 3
Annual YU model: supply shock as a distributed lag of quarterly shocks

Annual YU model: demand shock as a distributed lag of quarterly shocks
## International Finance Discussion Papers

<table>
<thead>
<tr>
<th>IFDP Number</th>
<th>Titles</th>
<th>Author(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>462</td>
<td>When do long-run identifying restrictions give reliable results?</td>
<td>Jon Faust, Eric M. Leeper</td>
</tr>
<tr>
<td>461</td>
<td>Fluctuating Confidence and Stock-Market Returns</td>
<td>Alexander David</td>
</tr>
<tr>
<td>460</td>
<td>Dollarization in Argentina</td>
<td>Steven B. Kamin, Neil R. Ericsson</td>
</tr>
<tr>
<td>459</td>
<td>Union Behavior, Industry Rents, and Optimal Policies</td>
<td>Phillip Swagel</td>
</tr>
<tr>
<td>457</td>
<td>Cointegration, Seasonality, Encompassing, and the Demand for Money in the United Kingdom</td>
<td>Neil R. Ericsson, David F. Hendry, Hong-Anh Tran</td>
</tr>
<tr>
<td>456</td>
<td>Exchange Rates, Prices, and External Adjustment in the United States and Japan</td>
<td>Peter Hooper, Jaime Marquez</td>
</tr>
<tr>
<td>455</td>
<td>Political and Economic Consequences of Alternative Privatization Strategies</td>
<td>Catherine L. Mann, Stefanie Lenway, Derek Utter</td>
</tr>
<tr>
<td>454</td>
<td>Is There a World Real Interest Rate?</td>
<td>Joseph E. Gagnon, Mark D. Unferth</td>
</tr>
<tr>
<td>453</td>
<td>Macroeconomic Stabilization Through Monetary and Fiscal Policy Coordination Implications for Monetary Union</td>
<td>Jay H. Bryson</td>
</tr>
<tr>
<td>452</td>
<td>Long-term Banking Relationships in General Equilibrium</td>
<td>Michael S. Gibson</td>
</tr>
<tr>
<td>451</td>
<td>The Role of Fiscal Policy in an Incomplete Markets Framework</td>
<td>Charles P. Thomas</td>
</tr>
<tr>
<td>450</td>
<td>Internal Funds and the Investment Function</td>
<td>Guy V.G. Stevens</td>
</tr>
</tbody>
</table>

Please address requests for copies to International Finance Discussion Papers, Division of International Finance, Stop 24, Board of Governors of the Federal Reserve System, Washington, D.C. 20551.
### International Finance Discussion Papers

<table>
<thead>
<tr>
<th>IFDP Number</th>
<th>Titles</th>
<th>Author(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>449</td>
<td>Measuring International Economic Linkage with Stock Data</td>
<td>John Ammer, Jianping Mei</td>
</tr>
<tr>
<td>448</td>
<td>Macroeconomic Risk and Asset Pricing: Estimating the APT with Observable Factors</td>
<td>John Ammer</td>
</tr>
<tr>
<td>447</td>
<td>Near observational equivalence and unit root processes: formal concepts and implications</td>
<td>Jon Faust</td>
</tr>
<tr>
<td>446</td>
<td>Market Share and Exchange Rate Pass-Through in World Automobile Trade</td>
<td>Robert C. Feenstra, Joseph E. Gagnon, Michael M. Knetter</td>
</tr>
<tr>
<td>445</td>
<td>Industry Restructuring and Export Performance: Evidence on the Transition in Hungary</td>
<td>Valerie J. Chang, Catherine L. Mann</td>
</tr>
<tr>
<td>444</td>
<td>Exchange Rates and Foreign Direct Investment: A Note</td>
<td>Guy V.G. Stevens</td>
</tr>
<tr>
<td>443</td>
<td>Global versus Country-Specific Productivity Shocks and the Current Account</td>
<td>Reuven Glick, Kenneth Rogoff</td>
</tr>
<tr>
<td>442</td>
<td>The GATT's Contribution to Economic Recovery in Post-War Western Europe</td>
<td>Douglas A. Irwin</td>
</tr>
<tr>
<td>441</td>
<td>A Utility Based Comparison of Some Models of Exchange Rate Volatility</td>
<td>Kenneth D. West, Hali J. Edison, Dongchul Cho</td>
</tr>
<tr>
<td>440</td>
<td>Cointegration Tests in the Presence of Structural Breaks</td>
<td>Julia Campos, Neil R. Ericsson, David F. Hendry</td>
</tr>
</tbody>
</table>