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ABSTRACT

We estimate that returns to scale are close to constant in two-digit gross output data. Value-added data appear instead to give significant increasing returns. We show why, with imperfect competition, value-added estimates are in general meaningless. We use data on intermediate inputs to correct the value-added estimates, and find that returns to scale again appear close to constant. Given that profits are small, our results imply that markups of price over marginal cost are also small.
Constant Returns and Small Markups in U.S. Manufacturing

Susanto Basu and John G. Fernald

Why is productivity procyclical? That is, why do measures of labor productivity and total factor productivity rise in booms? The answer to this question sheds light on the relative merits of different models of business cycles. One recent class of explanations emphasizes the potential role of imperfect competition and increasing returns to scale. Robert Hall (1988, 1990), especially, has argued that departures from the traditional assumptions of perfect competition and constant returns are quantitatively important in explaining procyclical productivity.

These departures are potentially important in modeling business cycles. For example, recent papers that incorporate increasing returns and imperfect competition show that these features can magnify the propagation of shocks in an otherwise standard neoclassical model; they can explain why real wages and productivity rise in response to demand shocks such as an increase in government spending; and most strikingly, if increasing returns are large enough, they can lead to multiple equilibria, in which sunspots or monetary non-neutrality drive business cycles. In assessing the merits of these models, one thus needs to know the empirical importance of increasing returns and imperfect competition.
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1 The authors are respectively: Assistant Professor of Economics, University of Michigan; and Staff Economist, Board of Governors of the Federal Reserve System. We thank Dale Jorgenson, Greg Mankiw, and an anonymous referee for helpful comments, and Barbara Fraumeni for help with the data. We thank Mike Woodford, especially, for extensive written comments on an earlier version of this paper. Basu is grateful to the National Science Foundation for financial support. This paper represents the views of the authors and should not be interpreted as reflecting the views of the Board of Governors of the Federal Reserve System or other members of its staff.
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We find that for 2-digit manufacturing industries returns to scale are close to constant and markups of price over marginal cost are small. This is true in both gross-output data and value-added data. Previous studies (notably Hall, 1990) report large apparent increasing returns in the same value-added data we use. The difference partly reflects specification error: the construction of value added implicitly assumes constant returns and perfect competition. With imperfect competition, the use of value added can lead to a spurious finding of increasing returns.

The intuition for this misspecification is straightforward. Real value added is constructed from gross output by subtracting the productive contribution of intermediate inputs. Gross output, for example, is books; value added is books lacking paper or ink. With perfect competition, this productive contribution is observable from factor payments to intermediate goods. With imperfect competition, however, the productive contribution of intermediate inputs is no longer observable, since marginal products exceed factor payments.

This paper has four sections. First, we review Hall's simple non-parametric method of estimating returns to scale, which essentially involves regressing output growth on input growth. We also relate estimates from gross output and value added, and show that it is unclear what is being estimated with value added. Second, we briefly discuss the data we use. Third, we present and discuss our results. Fourth, we conclude with thoughts for future research.

I. Relating Value Added and Gross Output Estimates of Returns to Scale

In this section, we show why estimates of returns to scale from value-added data are likely to be unreliable. The construction of data on real value added assumes either perfect competition and constant returns, or else that intermediate inputs are used in fixed proportions to output. If neither
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3 The Appendix gives a complete and detailed derivation of the equations in this section.
assumption holds, then intermediate input use directly affects value added. Hence, in general one requires the same data to estimate returns to scale using value added as using gross output.\footnote{Our argument is unrelated to traditional arguments against the use of value added, which emphasize that a value-added function exists only if the production function satisfies certain separability properties (see, for example, Bruno (1978)). Our argument holds even if the production function is separable.}

We begin with an industry production function:

\[ Y = F(K, L, M, T). \] (1)

\(Y\) is gross output. \(K\) and \(L\) are primary inputs of capital and labor, while \(M\) is intermediate inputs of energy and materials. \(T\) indexes the state of technology.

Define \(s_j\) as the share of costs for input \(J\) in total revenue, and \(c_j\) as the share in total cost. We assume that all factors are freely variable and that firms are price takers in factor markets. Cost minimization then implies that the growth rate of output \(dy\) equals returns to scale \(\gamma\) multiplied by the cost-share-weighted growth in inputs \(dx\), plus gross-output-augmenting productivity growth \(dt\). That is, if \(dL, dK,\) and \(dM\) are the growth rates of \(L, K,\) and \(M,\) then

\[ dy = \gamma \cdot [c_L \cdot dL + c_K \cdot dK + (1 - c_L - c_K) \cdot dM] + dt \]

\[ = \gamma \cdot dx + dt. \] (2)

This differs in two ways from the equation defining the Solow residual. First, the Solow method assumes constant returns, so that \(\gamma\) equals one. Second, the Solow method assumes perfect competition; together with constant returns this implies that there are no profits, so that capital's share is observable as a residual. If there are economic profits, however, then \(s_K = 1 - s_L - s_M - s_\gamma\), where \(s_\gamma\) is the share of profits. Required payments to capital are no longer observable as a residual, and hence we must instead estimate a required rental cost of capital, and allow shares in cost and revenue to differ.

Many researchers use data on value added instead of gross output. The preferred way to
measure output net of intermediate inputs is to create a Divisia index.\textsuperscript{5} The growth rate of the Divisia index of industry real value added $dy$ is defined implicitly by assuming that $dy$ is a weighted average of $dv$ and $dm$, using revenue shares as weights: $dy \equiv (1-s_m)dv + s_m dm$. Hence,

$$dv = \frac{(dy - s_m dm)}{(1-s_m)} = dy - \left(\frac{s_m}{1-s_m}\right) dm - dy.$$  \hspace{1cm} (3)

Value added is like a partial Solow residual: the numerator subtracts the productive contribution of $dm$ from $dy$. But as with Solow residuals, revenue-share weights measure this productive contribution correctly only under constant returns and perfect competition. The second identity in equation (3) indicates that if intermediate inputs are used in fixed proportions to output then the choice of weights is irrelevant: any weights that sum to one imply that value added grows at the same rate as gross output and intermediate inputs. In general, however, with imperfect competition real value added incorrectly weights the productive contribution of intermediate inputs, since this contribution exceeds the revenue share $s_m$.

We can express analytically the misspecification that arises from failures of constant returns and perfect competition. Define $dx'$ as the cost-weighted growth of primary inputs of $K$ and $L$. Then $dv$ equals $(1-c_m)dx' + c_m dm$, and substituting equation (2) into equation (3), we find:

$$dv = \gamma \left[\frac{1-c_m}{1-s_m}\right] dx' + \left(\frac{\gamma c_m - s_m}{1-s_m}\right) dm + \frac{dt}{1-s_m},$$ \hspace{1cm} (4)

We estimate this equation in Section III. It is easier to interpret, however, if we rewrite it in terms of the markup $\mu$, the ratio of price to marginal cost. This markup and the degree of returns to scale are

\textsuperscript{5} See Bruno (1978). NIPA data instead are primarily double-deflated, which as a measure of output suffers the same biases as the Divisia measure, plus an additional bias [See Bruno or Basu and Fernald (1994, App. I)]. For analytic simplicity, we focus here on the Divisia method.
not independent parameters, since they are related by the profit rate: \( \gamma = \mu(1-s_p) \). This in turn implies that \( \gamma c_M \) equals \( \mu s_M \), so that

\[
dv = \gamma \cdot \left( \frac{1-c_M}{1-s_M} \right) dx^r + (\mu-1) \left( \frac{s_M}{1-s_M} \right) dm + \frac{dt}{1-s_M}.
\]  

(5)

As expected, the growth of real value added depends on primary input growth and technological progress. Value-added growth also depends, however, on returns to scale, markups, and intermediate input growth. In particular, if price exceeds marginal cost \( \mu > 1 \), then holding primary inputs fixed, the growth of intermediate inputs directly affects the growth of value added, since the full contribution of these inputs is not accounted for.

With imperfect competition, estimated returns to scale from value-added data are not estimates of the true gross-output returns to scale, i.e., the homogeneity of \( F \). The bias can go either way. First, primary-input growth \( dx^i \) is multiplied by \( \gamma(1-c_M)/(1-s_M) \). If there are economic profits, \( 1-c_M \) is less than \( 1-s_M \), providing a downward bias. Second, in the presence of markups the growth of intermediate inputs is an omitted variable correlated with primary input use, providing an upward bias.

It is not always the case, however, that the parameter of interest is the degree of returns to scale in gross output. Consider the following specialization of (1):

\[
Y = G(V(K,L,T), H(M)).
\]  

(6)

Macroeconomists usually model sectoral production functions with a separable form as in (6) (Cobb-Douglas, for example) and assume that all returns to scale are in \( V \), arising perhaps from overhead capital or labor. This requires that \( G \) be homogeneous of degree one in \( V \) and \( H \), and that \( H \) be homogeneous of degree one in \( M \). With increasing returns, value-added returns to scale \( \gamma^r \) then exceed gross-output returns to scale \( \gamma \), since \( \gamma \) is a weighted average of \( \gamma^r \) and one. The relationship between

\[\text{\footnotesize\textsuperscript{6}}\text{ The first-order conditions imply } F_i J / Y = \mu s_j, \text{ } J = L, L, M. \text{ Thus, } \gamma = \Sigma(F_i J / Y) = \mu \Sigma s_j = \mu (1-s_p).\]
\( \gamma^v \) and \( \gamma \) is:

\[
\gamma^v = \gamma \left( \frac{1 - c_M}{1 - \gamma c_M} \right) .
\]

(7)

As written, this is an accounting relationship. One source of economic intuition for \( \gamma^v \) is that under some circumstances it correctly captures "economy-wide" returns to scale, as small increasing returns at the plant level translate into larger increasing returns for the economy overall. Suppose, for example, that final output is produced at the end of a large number of stages. At each stage a representative firm with returns to scale \( \gamma \) uses all the output of the previous stage as intermediate input, and also uses primary inputs of capital and labor. Then in the limit as the number of stages goes to infinity, the percent change in national product (the output of the last stage) equals \( \gamma^v \) times the cost-share-weighted growth rate of aggregate primary inputs. Thus, \( \gamma^v \) is arguably the appropriate concept for calibrating returns to scale in a one-sector macroeconomic model.

Even if we want this value-added returns to scale, we still in general require data on intermediate inputs. The reason is that we do not observe \( V \) directly, but must infer it from observable gross output and intermediate inputs. The only cases in which we do not need intermediate input data to calculate \( \gamma^v \) are if there are constant returns and perfect competition, or if intermediate inputs are used in fixed proportions to output. One can show this with some algebra by rewriting value-added growth as

\[
dv = \gamma^v dx^v + (\mu - 1) \left[ \frac{s_M}{(1 - s_M)(1 - \mu s_M)} \right] (dm - dy) + \frac{dt}{1 - \mu s_M} .
\]

(8)

The second term on the right-hand side is zero if and only \( \mu \) equals one or \( dm \) grows at the same rate as \( dy \). With data on the price and quantity of intermediate input use, however, we can correct for omitted variable bias and estimate \( \gamma^v \). In particular, we estimate the following equation:

\[
dv + \frac{s_M}{1 - s_M} dm = \left[ \frac{\gamma^v}{1 - c_M + \gamma^v c_M} \right] \left( (1 - c_M) dx^v + c_M dm \right) + \frac{dt}{1 - s_M} .
\]

(9)
This non-linear equation has two advantages over equation (8). First, it doesn’t have dy--by definition an endogenous variable--on the right-hand side. Second, it is expressed in terms of a single parameter, \( \gamma' \). As before, it cannot be the case that both \( \gamma' \) and \( \mu \) are constant structural parameters, so it is inconsistent to estimate both.

II. The Data

We combine two sources of data on inputs and output for 21 manufacturing industries, at roughly the two-digit SIC level. For both data sets, we omit petroleum and coal products (SIC 29), giving us 20 industries. First, we use Robert Hall’s NIPA data on real value added and hours worked and BEA data on industry capital stocks. NIPA constructs a double-deflated measure of real value added, and the two input measures make no adjustments for changes in quality or composition over time.\(^7\)

Second, we use unpublished data provided by Dale Jorgenson and Barbara Fraumeni on industry-level gross output and inputs of capital, labor, energy, and materials. These sectoral accounts seek to provide accounts that are, to the extent possible, consistent with the economic theory of production. These data are available both with and without an adjustment for input quality. The quality adjustment essentially involves taking account of changes over time in input composition. Computers, for example, give a higher service flow per dollar than factories, since they depreciate faster. Similarly, engineers and janitors make a different marginal contribution to output, and one can use information on relative factor payments to adjust for the differences.

\(^7\) Hall (1990, pp82-83) describes the data sources. NIPA value added for petroleum and coal products is extrapolated from gross output, not double-deflated. The resulting data are unsuitable for our purpose, so we omit this sector. This has no substantive effect on our gross-output results. The other difference from two-digit classification is that we divide transport equipment (SIC 37) into “motor vehicles” (SIC 371) and “other transport equipment.”
Without the quality adjustment, the Jorgenson measures of labor and capital input are roughly the same as Hall's measures--hours worked and the capital stock.\(^8\) Quality-adjusted inputs are preferable, however. Solon, Barsky, and Parker (1994) show that failing to adjust inputs for changes in quality (i.e., composition) makes real wages appear acyclical when they are in fact strongly procyclical. We make the dual point: failing to adjust inputs for quality change affects estimated returns to scale.

We use the Jorgenson data to estimate returns to scale directly, as in equation (2). In addition, we use equations (4) and (9) and combine the intermediate-input data with NIPA data to assess the importance of the value-added biases we discussed. In order to compare the two types of data directly, we construct two measures of real value added for Jorgenson's data. We create the theoretically preferred Divisia index using the Tornquist approximation to the continuous time formula in equation (3), using log-changes in place of derivatives and using average shares in adjacent time periods. We also calculate double-deflated value added as \(V^{DD} = Y - M\), where all quantities are calculated in 1982 dollars.

We estimate payments to capital following Hall and Jorgenson (1967) and Hall (1990), computing a series for the user cost of capital. See Basu and Fernald (1994) for details.

III. Results

We find that returns to scale are very close to constant with the theoretically preferred data, i.e., gross output and quality-adjusted inputs. NIPA value-added data show much stronger evidence of
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\(^8\) The capital stock data differ in two ways. First, Jorgenson and Fraumeni include land and inventories. Second, in creating stock estimates from the underlying investment data, Jorgenson and Fraumeni assume that the underlying assets depreciate geometrically while the BEA net capital series Hall uses assume straight-line depreciation over the estimated service life of the asset. See Basu and Fernald (1994, Appendix II) for an overview of the Jorgenson-Fraumeni data. For a complete description, see Jorgenson, Gollop, and Fraumeni (1987).
increasing returns. We estimate that about two-thirds of this apparent increasing returns results from the value-added biases we identified in Section I and the theoretical shortcomings of the NIPA data. The remaining extent of increasing returns seems quantitatively small.

In all tables, we summarize returns to scale in manufacturing by estimating the 20 equations jointly, constraining returns to scale to be the same in all industries. We present results both uninstrumented and instrumented. As an alternative summary of the data, Table 1 shows the median estimate of returns to scale from estimating the 20 equations separately.

Table 1 presents our bottomline estimates of returns to scale for gross output from equation (2). Returns to scale are consistently close to constant. In the uninstrumented constrained estimates, with quality-adjusted inputs, returns to scale are 1.13. One expects an upward bias, however, because of the positive correlation between technology shocks and input use. Indeed, when we instrument, gross output returns to scale fall to 1.03, no longer statistically greater than one. The median estimates are very similar to the constrained estimates, and also indicate that returns to scale are close to constant.

Table 1 also shows value-added results, using the value-added analogue of equation (2) with no correction for the biases identified in Section I. These results are less consistent. The constrained uninstrumented results for both data sets indicate sizeable and statistically significant decreasing returns to scale, even in the NIPA data. Instrumenting with non-quality adjusted inputs, however, gives strong

---

9 Because input use is likely to be correlated with technology shocks, we seek demand-side instruments for input use. We use as instruments the growth rate of the price of oil deflated by the GDP deflator; the growth rate of real government defence spending, along with one lag; and the political party of the President, also along with one lag. Hall (1990) discusses these instruments.

10 The 20 individual point estimates for gross-output returns to scale have a standard deviation of 0.22. Durable-goods industries show some evidence of increasing returns: instrumented, the constrained estimate is 1.06. For non-durables, the instrumented estimate is 0.84.
evidence of increasing returns: the NIPA estimate is 1.17, while our Divisia estimate is 1.12.\footnote{Hall (1990) uses this same data and sample period; but his median estimate of returns to scale is 2.2. Hall obtains these estimates by running the regression "in reverse"—regressing $dx$ on $dy$ and estimating $1/\gamma$. Bartelsman (1993) shows that with more than one instrument, there is a sizable small-sample bias to Hall's method, which in this case leads to spuriously large estimates of returns to scale. We confirmed Bartelsman's claim: with both value-added and gross-output data, running the reverse regression produces stronger evidence of increasing returns.}

(Adjusting inputs for quality change reduces this point estimate to 0.95. Hence, the quality adjustment—which is clearly preferred on theoretical grounds—makes a large difference to value-added results.)

It is a striking anomaly that value-added returns to scale appear much larger instrumented, given that one expects the reverse. This anomaly is easily explained, however. Section I identified two biases in value-added estimates: any profits tend to bias the direct estimate of $\gamma$ down, whereas the omitted materials term tends to bias it up. Our results suggest that the net bias is positive for the instrumented estimates, but negative for the uninstrumented ones. Reassuringly, we note the reverse and expected pattern for the gross-output results: the estimate of $\gamma$ always falls in the instrumented regressions.

We conclude that using the correct data gives a result very different from the ones cited in the literature: returns to scale are constant, not strongly increasing.

The value-added estimates in Table 1 have no clear interpretation, since in general they are not unbiased estimates of either $\gamma$ or $\gamma'$. Table 2 augments the value-added data as required by equation (4) to recover the gross-output returns to scale. The first line uses the theoretically preferred Divisia value added and quality-adjusted inputs. As expected, this essentially replicates the first line of Table 1, giving almost exactly constant returns to scale. The second line uses our closest approximation to the NIPA data, i.e., double-deflated value-added and non-quality adjusted inputs. Returns to scale instrumented rise to 1.05.\footnote{The movement from Divisia to double-deflated value-added adds approximately 0.02 to the estimate of returns to scale, while the movement from quality-adjusted to non-quality adjusted inputs adds about 0.03.} The third line shows NIPA double-deflated value-added and non-quality
adjusted inputs. Returns to scale instrumented are 1.09, and significantly exceed one.

Overall, we can thus account for perhaps two-thirds of the apparent increasing returns in the NIPA data. Correcting for the value-added biases cuts apparent increasing returns in half, from 1.17 to 1.09. Table 2 then suggest that the theoretical shortcomings of the NIPA data--double deflation and the lack of quality adjustment--can account for about 0.05 of the deviation from constant returns. Hence, our best estimate of gross-output returns to scale using NIPA value added is 1.04 (1.09 minus 0.05). This is close to our gross-output estimate of 1.03; it is also not sizeable.

Our method is simple and transparent. This is a virtue, but one might worry that perhaps the simplifying assumptions (e.g., no quasi-fixed inputs) matter. It is thus interesting to compare our results with those of Morrison (1990), who also estimates returns to scale in U.S. manufacturing using gross-output data. She estimates a complex eight-equation structural system with a very large number of parameters. The complexity makes it hard to tell whether her results are driven by her use of gross output, or by the novel elements of her technique. Morrison uses non-quality adjusted inputs for 17 two-digit manufacturing industries, and finds returns to scale of about 1.12. Using the same industries and non-quality adjusted inputs, our estimate is 1.09—statistically indistinguishable from hers. Hence, it appears that our simplifying assumptions make little difference; it is the choice of data that matters.

As discussed in Section I, for some calibration exercises one may want value-added returns to scale, not gross-output returns to scale. The value-added estimates in Table 1 are not, however, estimates of $\gamma^\nu$. Intermediate inputs account for about 2/3 of costs in our data. Hence, using equation (7), our gross-output $\gamma$ of 1.03 translates into a value-added $\gamma^\nu$ of 1.09. (Note, again, that this estimate is not significantly different from one). At the high end, the unadjusted NIPA estimate of 1.09 translates into a $\gamma^\nu$ of 1.30. Our double-deflated non-quality-adjusted estimate of 1.05 translates into a $\gamma^\nu$ of 1.17. These figures are calculated, but if $\gamma^\nu$ is the true structural parameter we should estimate it directly. Table 3 reports the results of estimating $\gamma^\nu$ from equation (9). The results agree almost perfectly with
our calculations; in all cases the estimated $\gamma'$ is not statistically distinguishable from its predicted value. Note that the uncorrected value-added estimates in Table 1 are smaller than the estimates in Table 3: one cannot estimate $\gamma'$ with value-added data alone. Note also that most of the large estimate of $\gamma'$ with NIPA data is explained by the non-quality adjustment of the inputs.

Why do our results for returns to scale (be it $\gamma$ or $\gamma'$) matter? As noted in the introduction, a wide variety of recent papers use the twin assumptions of increasing returns and imperfect competition to generate striking results. But striking results are of considerably less interest if they rely on parameter values that are empirically irrelevant. Indeed, measurement is ahead of business-cycle theory: given our results, the papers we cited earlier uniformly presuppose returns to scale that are too large to be plausible.

One might hope that some of the appealing theoretical results can be saved by dropping the large increasing returns but keeping a high degree of imperfect competition, as measured by a high markup of price over marginal cost. Unfortunately, such an approach counterfactually requires very large pure profits. Returns to scale and markups are linked by the profit-rate: $\gamma = \mu(1-s_*)$. We estimate that $s_*$ averages about 0.04 over our sample period. (This is of course sensitive to the calculation of the user cost of capital; if anything, it is likely to be too high, not too low.) Our preferred point estimate of $\gamma$ of 1.03 implies an average markup of about 1.08. Hence, if U.S. manufacturing industries have essentially constant returns to scale then markups must be small.

Domowitz et al. (1988) estimate that the markup of price over marginal cost in U.S. manufacturing averages about 1.6 in gross-output data. We, however, find this markup prima facie unreasonable. Their method assumes constant returns, but if $\gamma$ is 1 and $\mu$ is 1.6, then the implied profit rate is 38 percent. Alternatively, note that with constant returns, the output elasticities of all factors sum to 1. The sum of output elasticities with respect to labor and materials is $\mu(s_L+s_M)$. Since $(s_L+s_M)$ is about 0.8, if $\mu$ is 1.6 then the output elasticity with respect to capital is negative: a one percent increase
in capital lowers output by about 0.3 percent! Thus, a markup of 1.6 is not defensible. With constant
returns, the highest markup consistent with even a zero output elasticity of capital is about 1.2.

One last way of rescuing the assumption of large increasing returns is to argue that small
increasing returns at the level of each productive unit translates to a large degree of economy-wide
increasing returns. As noted earlier, the resulting "economy-wide increasing returns" is exactly what
we call the "value-added returns to scale," $\gamma'$. As we showed, for our preferred estimate of $\gamma$ of 1.03,$\gamma'$ is still quite small: about 1.10 or less. Thus, although the theoretical point is valid, in practical terms
there is probably little difference in calibrating a model with $\gamma'$ rather than $\gamma$.

IV. Conclusion.

We have shown that returns to scale in U.S. manufacturing are approximately constant. Given
that pure profits are small, the markup of price over marginal cost must then be small as well. Previous
results to the contrary are primarily due to specification error in the use of value-added data.

Caballero and Lyons (1992) have argued that returns to scale internal to firms might be constant
or decreasing; but productive spillovers to output lead to overall increasing returns that are external to
firms. A number of papers (e.g., Baxter and King, 1991) invoke external increasing returns to explain
fluctuations. In a related paper (Basu and Fernald, 1994), we show that these apparent productive
spillovers also reflect specification error from the use of value-added data.

Our results paint a picture of the macroeconomy that is quite different from the one proposed
by Hall (1988, 1990) and others, and they are important for rethinking the now-standard calibration of
many macroeconomic models. As we have argued, many issues depend on accurate measures of the
degree of returns to scale and the size of the markup. These include the fundamental question with
which we began: why is productivity procyclical? Our evidence indicates that one plausible answer is
unlikely to be the main reason: productivity is not procyclical because of increasing returns to scale.
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### Table 1
Estimated Returns to Scale in Gross Output and Value Added

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Estimation Method</th>
<th>Uninstrumented</th>
<th>Instrumented</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Non-qual adj. inputs</td>
<td>Qual. adj. inputs</td>
</tr>
<tr>
<td>1. Gross Output</td>
<td>a. Constrained System</td>
<td>1.13 (0.01)</td>
<td>1.13 (0.01)</td>
</tr>
<tr>
<td></td>
<td>b. Indiv. Eqn. Medians</td>
<td>1.04</td>
<td>1.03</td>
</tr>
<tr>
<td>2. Divisia VA</td>
<td>a. Constrained System</td>
<td>0.85 (0.03)</td>
<td>0.68 (0.03)</td>
</tr>
<tr>
<td></td>
<td>b. Indiv. Eqn Medians</td>
<td>1.04</td>
<td>1.00</td>
</tr>
<tr>
<td>3. NIPA VA</td>
<td>a. Constrained System</td>
<td>0.77 (0.03)</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>b. Indiv. Eqn. Medians</td>
<td>1.10</td>
<td>--</td>
</tr>
</tbody>
</table>

Sample is 20 2-digit manufacturing industries from 1953-1984. Constrained estimates are SUR/3SLS. Standard errors are in parentheses.

### Table 2
Corrected Gross Output Returns to Scale ($\gamma$) from Value-Added Data

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Uninstrumented (SUR)</th>
<th>Instrumented (3SLS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Divisia V.A. with Qual-Adj Inputs</td>
<td>0.98 (0.02)</td>
<td>1.00 (0.04)</td>
</tr>
<tr>
<td>Double-Defl. V.A. with Non-Qual Adj Inputs</td>
<td>0.99 (0.01)</td>
<td>1.05 (0.02)</td>
</tr>
<tr>
<td>NIPA V.A.</td>
<td>1.00 (0.01)</td>
<td>1.09 (0.03)</td>
</tr>
</tbody>
</table>

Sample is 20 2-digit manufacturing industries from 1953-1984. Constrained estimates are SUR/3SLS. Standard errors are in parentheses.
Table 3  
Corrected Value-Added Returns to Scale ($\gamma^*$)

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Uninstrumented (SUR)</th>
<th>Instrumented (3SLS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Divisia Value Added</td>
<td>1.01 (0.03)</td>
<td>0.99 (0.02)</td>
</tr>
<tr>
<td>NIPA</td>
<td>1.00 (0.03)</td>
<td>--</td>
</tr>
</tbody>
</table>

Sample is 20 2-digit manufacturing industries from 1953-1984. Constrained estimates are SUR/3SLS. Standard errors are in parentheses.
Appendix:
Detailed Derivations of Equations in Section I

This appendix derives the equations in the Section I of the paper in detail. We begin with the following production function for an industry:

\[ Y = F(K, L, M, T). \]  \hspace{2cm} (A1)

\( Y \) is gross output. \( K \) and \( L \) are primary inputs of capital and labor, while \( M \) is intermediate inputs of energy and materials. \( T \) is an index of the state of technology. We assume that the production function is homogeneous of degree \( \gamma \) in capital, labor, and intermediate goods.

Differentiating the production function (A1), we can express the growth rate of output as:

\[ dy = \left( \frac{F_K}{Y} \right) dk + \left( \frac{F_L}{Y} \right) dl + \left( \frac{F_M}{Y} \right) dm + dt. \]  \hspace{2cm} (A2)

Lower-case letters represent logs of their upper-case counterparts, so all of the quantity variables in (A2) are log differences, or growth rates. \( F_J \) represents the derivative of \( F \) with respect to argument \( J \). For convenience, we normalize to unity the elasticity of output with respect to technology \( T \). The sum of the output elasticities equals the degree of returns to scale \( \gamma \), so that

\[ \gamma = \left( \frac{F_K}{Y} \right) + \left( \frac{F_L}{Y} \right) + \left( \frac{F_M}{Y} \right). \]  \hspace{2cm} (A3)

Suppose that firms have some degree of monopoly power in the goods markets but are price takers in factor markets. The first-order conditions for cost minimization then imply:

\[ P_J = \lambda F_J, \ J = K, L, M, \]

where \( \lambda \) is a Lagrange multiplier with the interpretation of marginal cost, and \( P_1 \) is the shadow value.
of the Jth input as perceived by the firm. (As discussed below, this shadow value may or may not be observable as the input price.) By definition, the markup $\mu$ of the output price over marginal cost is $P/\lambda$. Hence, we can rewrite the above equation as:

$$\left[ \frac{F_p J}{Y} \right] = \mu \left[ \frac{P_p J}{PY} \right] = \mu s_p, \quad J = K, L, M. \tag{A5}$$

Thus, the elasticity of output with respect to any factor $J$ equals a markup $\mu$ multiplied by the share of that input in total revenue, $s_p$. Note that the price of capital, $P_K$, must be defined as the rental cost of capital. It does not include possible profits, which generally are also payments to capital. With perfect competition, where $\mu = 1$, equation (A5) just states that the elasticity of output with respect to any input equals the input’s share in revenue. Under imperfect competition, the elasticity of output exceeds the revenue share.

Equations (A3) and (A5) together imply that

$$\gamma = \mu \left[ \frac{P_K + P_L + P_M}{PY} \right] = \mu (1 - s_p), \tag{A6}$$

where $s_p$ is the share of profits in total revenue. Equation (A6) then implies that the output elasticities, which equal $\mu s_p$, also equal $\gamma c_p$, where $c_p$ is the share of payments to input $J$ in total costs. Hence, we can write the total differential of output as:

$$dy = \gamma \left[ c_L dl + c_K dk + (1 - c_L - c_K) dm \right] + dt$$

$$= \gamma \cdot dx + dt. \tag{A7}$$

dx is a cost-weighted sum of the growth rates of the various inputs. We weight factors by their cost shares rather than revenue shares, since as Hall (1988) shows, with markup pricing the measured Solow residual is procyclical, even with constant returns and no change in technology. Note that nothing in
the above derivation relies on profit maximization: it depends solely on the production function and cost minimization.

Suppose that all factors are freely variable, so that there are no quasi-fixed factors. Then we can observe \( P_L \) and \( P_M \) as the market prices of \( L \) and \( M \), and construct \( P_K \) as the steady-state rental rate of capital following Hall and Jorgenson (1967) and Hall (1990), allowing us to create the cost shares. If, however, capital is quasi-fixed (sunk in the short run) then the marginal product of capital does not equal its steady-state rental rate but rather its current shadow rental. That is, the user cost of capital in the Hall-Jorgenson formula should be multiplied not by the price of investment goods, which is the usual procedure, but by the shadow value of capital, marginal \( q \). (The shadow rental also includes expected capital gains.)

This problem is not significant for estimates of returns to scale, however, for two reasons. First, as argued, quasi-fixity affects only the period-by-period computation of the input shares, not the growth rate of capital (or any other quasi-fixed input). Since these shares are constant to a first-order Taylor approximation, any errors caused by failure to track the movements of the shares is likely to be small. Second, mismeasurement of the rental rate of capital has its strongest effect on capital’s share. But since the growth rate of capital is almost uncorrelated with the business cycle, errors in measuring capital’s share are unlikely to cause significant biases in a study of cyclical productivity. Caballero and Lyons (1989) present simulations indicating that maximum biases from quasi-fixity are likely to be on the order of 3% of the estimated coefficients.

It is convenient to define a cost-weighted sum of primary inputs of capital and labor. Since this is the "value-added" analogue to \( dx \), we call it \( dx^\ast \), and define it as:
\[ dx^v = \left( \frac{c_k}{c_k + c_L} \right) dk + \left( \frac{c_L}{c_k + c_L} \right) dl. \]  

(A8)

It is clear that we can rewrite (A7) as:

\[ dy = \gamma \left[ \left( 1 - c_M \right) dx^v + c_M dm \right] + dt. \]  

(A9)

Many researchers use data on value added instead of gross output, where measures of real value added attempt to subtract from gross output the productive contribution of intermediate goods. Hence, gross output is shoes, while value added is "shoes lacking leather, made without power" (Domar 1961, p716). Despite its unintuitive nature, researchers use value added for at least two reasons. First, since sectoral value added sums to national output, it is a natural simplification for macroeconomists to focus, even at a sectoral level, on value added and primary inputs of capital and labor. Second, because national accounting data are widely distributed, data on sectoral value added tend to be better known than the gross-output data used to construct them.

The preferred way to measure output net of intermediate inputs is to create a Divisia index. The growth rate of the Divisia index of industry real value added \( dv \) is defined as

\[ \frac{dV}{V} = dv = \frac{1}{1 - s_M} \frac{dy}{1 - s_M} - \frac{s_M}{1 - s_M} dm, \]  

(A10)

where \( s_M \) is the share of materials in revenue. Substituting from equation (A9) for \( dy \), we find:

\[ dv = \gamma \left( \frac{1 - c_M}{1 - s_M} \right) dx^v + \left( \frac{\gamma c_M - s_M}{1 - s_M} \right) dm + \frac{dt}{1 - s_M}, \]  

(A11)
Since $\gamma c_M$ equals $\mu s_M$, this equation can also be written as:

$$dv = \gamma \left[ \frac{1-c_M}{1-s_M} \right] dx^v + (\mu - 1) \left( \frac{s_M}{1-s_M} \right) dm + \frac{dt}{1-s_M}. \quad (A12)$$

If there are constant returns to scale and no markups, then the growth rate of value added equals the growth rate of primary inputs plus technological progress. That is,

$$dv = dx^v + \frac{dt}{(1-s_M)}. \quad (A13)$$

One implication of equation (A13) is that if $s_M$ is constant, then as Hall (1990) notes, under competition and constant returns the productivity residual ($dv - dx^v$) calculated from a Divisia index of value added is uncorrelated with any variable that neither causes productivity shifts, nor is caused by productivity shifts. In addition, $dx^v$ can be calculated with either cost or revenue shares, since there are no profits.

In the presence of markups, however, equation (A12) shows that the growth of materials and energy directly affect value-added growth. Intuitively, value added is calculated by subtracting from gross output the productive contribution of intermediate goods, assuming that the elasticity of output with respect to intermediate inputs equals its revenue share. With markups, this elasticity exceeds its revenue share. Hence, some of the contribution of materials and energy is attributed to value added. As a result, the value-added productivity residual is correlated with any variable that is correlated with intermediate-goods use, regardless of whether it is correlated with technology. Thus, Hall’s argument that under constant returns the cost-based Solow residual should be invariant is true in gross-output data, but, apart from special cases, is not true with value-added data. In particular, if markups exceed 1, then a rise in energy prices that causes energy use to fall affects the growth of value added.

As we noted in the text, it is not always the case that the parameter of interest is the degree of
returns to scale in gross output. Consider the following specialization of (A1):

\[ Y = G(V(K,L,T), H(M)). \] \hspace{1cm} (A14)

Macroeconomists usually model sectoral production functions with a separable form as in (A14)--Cobb-Douglas, for example. There are three possible sources of increasing returns in \( Y \): increasing returns in \( V \), increasing returns in \( H \), or increasing returns in how \( V \) and \( H \) are combined to produce \( G \). Examples of these different sources include overhead labor and capital, overhead intermediate inputs such as advertising, or declining marginal cost. Suppose one assumes that all returns to scale are in \( V \). One might hope that estimates of returns to scale with value-added data are estimates of the homogeneity of \( V \).

The sum of output elasticities \( \gamma \) with respect to \( K \), \( L \), and \( M \) is then

\[ \gamma = \frac{G_Y V}{V} \left( \frac{V}{V} + \frac{V_L L}{V} \right) + \frac{G_H H_H H}{Y} \frac{M}{H}. \] \hspace{1cm} (A15)

Let \( G \) be homogeneous of degree one in \( V \) and \( H \), and \( H \) be homogeneous of degree one in \( M \). Then \( G_Y V/Y \) equals \( 1 - G_M M/Y \), and the first order conditions tell us that the output elasticity with respect to materials is \( \gamma c_M \). Hence, we can rewrite this equation as

\[ \gamma = (1 - \gamma c_M) \gamma^* + \gamma c_M \] \hspace{1cm} (A16)

The relationship between \( \gamma^* \) and \( \gamma \) is then:

\[ \gamma^* = \gamma \left( \frac{1 - c_M}{1 - \gamma c_M} \right). \] \hspace{1cm} (A17)

With increasing returns, value-added returns to scale \( \gamma^* \) exceed gross-output returns to scale \( \gamma \), since
\( \gamma \) is a weighted average of \( \gamma' \) and one.

One source of economic intuition for \( \gamma' \) is that under some circumstances, it correctly captures "economy-wide" returns to scale, as small increasing returns at the plant level translate into larger increasing returns for the economy overall. Suppose, for example, that final output is produced at the end of an infinite number of stages. At each stage a representative firm with returns to scale \( \gamma \) uses all the output of the previous stage as intermediate input, and also uses primary inputs of capital and labor. Then the percent change in national income—the output of the last (nth) stage—is

\[
dy_n = \gamma (1-c_M)dx_n^* + \gamma c_M dy_{n-1}
\]

\[
= \gamma (1-c_M)dx_n^* + \gamma c_M \gamma (1-c_M)dx_{n-1}^* + (\gamma c_M)^2 dy_{n-2}.
\]

We can substitute into this equation for \( dy_{n-j} \), and let \( j \) go to infinity. Since each firm is identical, \( dx_i^* \) is the same for all \( i \) as for the aggregate. This gives an infinite sum, which sums to \( \gamma' \) times the cost-share-weighted growth rate of aggregate primary inputs. Thus, \( \gamma' \) is plausibly the appropriate concept for calibrating the degree of returns to scale of the production function in a one-sector macroeconomic model.

Even if we want this value-added returns to scale, we still in general require data on intermediate inputs. The reason is that we do not observe \( V \) directly, but must infer it from observable gross output and intermediate inputs. Note that in equation (A14), with the homogeneity assumptions we've made, the growth of true value added, which we will denote \( dv^c \), is implicitly defined as follows:

\[
dv^c = dy - \left( \frac{G_M}{G_i V} \right) (dm - dy).
\]

Comparing this to the equation defining standard value added \( dv \), and substituting for the output
elasticities with respect to materials and value-added, we can write \( dv \) as

\[
dv = dv^c + \left( \frac{\mu s_M}{1 - \mu s_M} - \frac{s_M}{1 - s_M} \right) (dm - dy). \tag{A20}
\]

The growth of this corrected value-added is \( \gamma' dx' + (V_T/V) dT/T \). Since gross-output augmenting technical change (which we defined as \( dt \)) is \( (G_n V/Y)(V_T/V) dT/T \), the true value-added-productivity-growth term is \( dt/(1 - \mu s_M) \). Substituting for \( dv^c \) in the above equation and rearranging slightly gives the equation in the text:

\[
dv = \gamma' dx' + (\mu - 1) \left[ \frac{s_M}{(1 - s_M)(1 - \mu s_M)} \right] (dm - dy) + \frac{dt}{1 - \mu s_M}. \tag{A21}
\]

The second term on the right-hand side is zero if and only \( \mu \) equals one or \( dm \) grows at the same rate as \( dy \).

With data on the price and quantity of intermediate input use, however, one can correct for omitted variable bias and estimate \( \gamma' \). As before, we want to estimate an equation that has only one parameter, \( \gamma' \) or \( \mu \), in it, since the parameters are related by profits. Also, we prefer to estimate an equation that doesn’t have \( dy \) on the right-hand side. Rearranging equation (4) in the text gives the following:

\[
dv + \frac{s_M}{1 - s_M} dm = \gamma \left[ \frac{1 - c_M dx' + c_M dm}{1 - s_M} \right] + \frac{dt}{1 - s_M}. \tag{A22}
\]

Substituting for \( \gamma \) in terms of \( \gamma' \) gives the following equation, which we estimate:
\[ dv + \frac{s_M}{1-s_M} \frac{dm}{1} = \left[ \frac{\gamma^v}{1-c_M^{\gamma} + \gamma c_M} \right] \frac{(1-c_M^d)dx + c_M dm}{1-s_M} + \frac{dt}{1-s_M} \]  

(A23)

The disturbance term is approximately, but not exactly correct. If technical change is value-added augmenting, then the disturbance term in (A21), \( dt/(1-\mu s_M) \) is invariant to shocks, say, to \( s_M \) or \( \mu \). If \( \mu \) is close to one, however, then (A23) gives a good approximation. (This issue of whether technical change is gross-output or value-added augmenting is probably not crucial, since our results are virtually unaffected by whether the regression has \( dt \) or \( dt/(1-s_M) \) as the disturbance term.)

To summarize, in this appendix (and in the theory section in the paper) we show the relationship between estimates of returns to scale and markups using data on gross output and value added. With imperfect competition, the data required to estimate returns to scale and markups with value-added data are the same as the required with gross output data. This is true even if one wants to estimate the degree of returns to scale to a value-added function. In particular, one cannot measure returns to scale and markups using data on primary inputs of capital and labor alone. One requires data on intermediate inputs as well.
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