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Abstract

We empirically assess the sources of fluctuations in the real exchange rates of four high
inflation countries, for which monetary shocks are generally believed to be predominant. In a
benchmark model we identify fiscal, monetary, and output shocks based on a general-equilibrium
optimizing model. We then estimate two alternative extensions. In the first, we decompose the
output shock into supply and demand disturbances; in the second, the monetary shock is further
decomposed into money supply and nominal exchange rate disturbances. Monetary shocks are found
to be generally significant. Real shocks, especially those associated with government policy
restrictions on the flow of currency, income from foreign investments, capital, and/or goods, are
uniformly more influential however. The paper suggests that analyses of real exchange rates in high
inflation economies using models emphasizing monetary shocks and sticky prices could be improved

by not negiecting real shocks.



Real Exchange Rate Movements in High Inflation Countries
John H. Rogers and Ping Wang'
1. INTRODUCTION

The real exchange rate represents the relative price of a basket of consumption goods in one
country to that of another. Over the last two decades, real exchange rate volatility has been a
prominent feature of the international monetary system.?

One strand of the literature seeks to explain the factors underlying real exchange rate
movements by linking statistical evidence on real exchange rates, nominal exchange rates, prices, and
other macroeconomic variables with theoretical models of the exchange rate. These studies include
Campbell and Clarida (1987), Meese and Rogoff (1988), Mark (1990), Baxter (1993, 1994), Edison

and Pauls (1993), Engel (1993), and Engel and Rogers (1994).}

'The first author is a staff economist in the Division of International Finance of the Board of
Governors of the Federal Reserve System. The second author is an associate professor of Economics
at Penn State University. The views expressed in this paper are solely the responsibility of the
authors and should not be interpreted as reflecting those of the Board of Governors of the Federal
Reserve System or other members of its staff. We have greatly benefited from suggestions by
Shaghil Ahmed, Nathan Balke, Eric Bond, Roberto Chang, Larry Christiano, Barry Ickes, Finn
Kydland, Eric Leeper, David Papell, Ellis Tallman, seminar participants at the Atlanta Fed, Dallas
Fed, Houston, Indiana, and Penn State. Special thanks go to Sam Yoo, whose ideas gave birth to this
project. Kelly MacFarland provided excellent research assistance. Part of this project was completed
while the first author was at Penn State University, from which he is currently on leave, and while
the second author was visiting the Federal Reserve Bank of Dallas and Purdue University.

’Adler and Lehman (1983) and Stockman (1983) present evidence on real exchange rate changes
for over 40 countries during both fixed and flexible exchange rate periods. Mussa (1986) examines
relative prices and nominal exchange rates for 16 industrialized countries.

Campbell and Clarida (1987) and Meese and Rogoff (1988) both reject the hypothesis that there
is a significant statistical link between real exchange rates and real interest rate differentials, and
relate their findings to sticky-price theories of the exchange rate. Edison and Pauls (1993) fail to find
evidence of cointegration between real exchange rates and real interest rate differentials. Mark (1990)
tests for unit roots and cointegration in exchange rates and price levels, finding evidence against PPP,
and examines the implications for stylized versions of three popular exchange rate models. Baxter
(1994) finds evidence that real interest rate differentials are related only to the temporary component
of the the real exchange rate. This is consistent with Baxter (1993), which finds that several policy
variables fail to explain a significant amount of real exchange rate movements. Engel (1993) shows
that the variance of the common-currency price of the same good across borders is larger than the
variance cf the relative\, priEe of different goods within a country, and relates the results to the debate
over sticky prices. In a similar vein, Engel and Rogers (1994) examine individual goods prices in
U.S. and Canadian cities, in order to assess the relative importance of transportation costs, non-
tradeables, and sticky prices in explaining deviations from the law of one price.



A second approach, to which our paper is more related, is to measure the relative importance
of various shocks to the real exchange rate. Huizinga (1987) examines monthly data on the real
exchange rates of the major industrial countries from 1974-86, and finds that on average the variance
of the permanent component accounts for 58% of the variance of the actual change in the real
exchange rate. Baxter (1994) also analyzes the temporafy and permanent components of real
exchange rates, using a multivariate Beveridge-Nelson (1981) decomposition, and finds that most
movements are due to changes in the permanent component. Following the methodology of
Blanchard and Quah (1989), as we do in this paper, Lastrapes (1992) and Clarida and Gali (1994)
estimate the relative contribution of various shocks to explaining the variance of real exchange rates
between the U.S. and Canada, Germany, Japan, Italy, and the U.K.*

The objective of our paper is to empirically assess the sources of movements in the real
exchange rate between the U.S. and four high inflation countries - Argentina, Bolivia, Brazil and
Israel. Our focus on these countries is motivated by several factors. First, the real exchange rate is a
highly important variable in the above countries due to their size, openness, and dependence on a
relatively thin export base. Adverse shocks to, or excessive variability in, the real exchange rate can
have significant negative effects on output and employment. Second, these countries experienced

relatively large movements in many of the economic variables purported to explain real exchange rate

changes, suggesting that our focus may provide fertile ground for distinguishing among corapeting

“In Lastrapes’ VAR, the variables are ordered (AR, As), where R (s) is the real (nominal)
exchange rate. The identifying restriction is thus that the long-run effect of the second (nominal)
shock on the real exchange rate is zero. Depending on the exchange rate examined, the contribution
of the real shock ranges from 63% to 94% at the one-month forecast horizon. The contribution is
larger at longer horizons. Clarida and Gali (1994) estimate a more general system, (Ay, AR, and =),
where y is the home-foreign output growth differential and = is the inflation differential, with
corresponding shocks labelled aggregate supply, aggregate demand, and nominal shocks. They find
that nominal shocks account for between 34% and 47% of the variance of real exchange rate changes
(over all horizons) for Germany and Japan, but no more than 2.8% for the U.K. and Canacla.

Essentially all of the rest is accounted for by aggregate demand shocks, as aggregate supply shocks
are negligible at all horizons for each country.



explanations from theoretical exchange rate models.’ Third, several studies of PPP [Frenkel (1978),
Krugman (1978), Taylor and McMahon (1988), and McNown and Wallace (1989)] have suggested
that monetary factors are more important in high inflation episodes than for the low-inflation
industrialized nations. We provide a framework for a precise quantification of this claim, which, to
our knowledge, has not been undertaken.

Figure 1 contains plots of the real (R) and nominal (S) exchange rates for each of our four
high inflation countries. Notice that the strong positive correlation between nominal and real
exchange rates, found in the studies of low-inflation countries [e.g., see Mussa’s (1986) Figures 1-8],
appears only following the stabilization of these high inflation episodes.’ Our paper offers an
explanation of why real and nominal exchange rates do not necessarily move together closely for the
high inflation countries.

We attempt to be as precise as possible in identifying the shocks to the real exchange rate.
Our benchmark three-variable model consists of permanent disturbances to government size, the real
exchange rate, and real money balances. These are interpreted as structural shocks - fiscal, output,
and monetary shocks - based on a general-equilibrium optimizing model. To identify the system, we

assume that all structural shocks are orthogonal. We also assume that a structural vector

’A useful distinction can be made between "disequilibrium” models of the exchange rate
[Dornbusch (1976)], which imply that real exchange rate variation is due primarily to nominal
disturbances, and "equilibrium" models [Stockman (1980, 1988)], which rely on permanent, real
shocks to explain real exchange rate changes. This distinction is somewhat incomplete. Mussa
(1982) examines exchange rate dynamics in a sticky-price model with traded and non-traded goods
allowing for both real and nominal shocks. Stockman and Ohanian (1993) analyze the effects of
monetary policy on exchange rates in a two-sector model where prices are sticky in one sector and
flexible in the other. Although our goal is not to test any particular model of exchange rates, our
results have implications for the empirical validity of the different theories.

>

The successful and ongoing stabilizations in this group include Bolivia and Israel beginning in
mid-1985. Argentina’s on-going stabilization began in April 1991, after our sample ends. Also,
notice that the behavior of the real exchange rate is not markedly different during episodes of
inflation/depreciation versus stabilization, except for Bolivia (and Israel to some extent). This
apparent "invariance" of the real exchange rate with respect to the policy regime contrasts with the
markedly different behavior of the real exchange rate under fixed versus floating exchange rate
regimes found in studies of the industrialized countries.
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autoregression (VAR) representation of the data exists such that the moving average (MA)
representation is fundamental. Furthermore, we follow the methodology of Blanchard and Quah
(1989) and Ahmed, Ickes, Wang and Yoo (1993) to impose two long-run restrictions: (i) long-run
exogeneity of the government size and (ii) long-run monetary super-neutrality, by which we mean that
changes in the money growth rate have no effect on government size, real output, and the real
exchange rate in the long run. Both assumptions are consistent with a wide class of macroeconomic
models. Recognizing the limitations of this empirical approach, which we address in Section 2.B, we
estimate two additional four-variable models to demonstrate robustness.

Our main finding is that real exchange rate movements are strongly, though not exclusively,
influenced by real shocks, especially those associated with restrictions on the flow of currency,
income from foreign investments, capital, and/or goods. This is true of all countries in our sample,
and even at short horizons. An extended discussion of the results is contained below. At a first pass,
they suggest that traditional analyses of high inflation economies, especially those using the Cagan
(1956) model, could be improved by allowing real shocks to play a role.

Although our long-run restrictions, exogenous government size and superneutrality of money,
are fairly weak and ought to be unaffected by the choice of exchange rate regime, one might question
our results on two related grounds. First, over the relatively short periods we study, our monetary
shock may have. "permanent” effects on the real exchange rate. Second, the literature on hysteresis
suggests that large real exchange rate movements may result from purely nominal disturbances
affecting the nominal exchange rate.” These considerations imply that part of the "true" monetary
shock may be incorrectly attributed to real shocks (output shocks or ﬁscal shocks). These

considerations suggest that our results should be interpreted with some caution. However, they are

"For example, in Delgado (1991), optimizing firms do not change prices as often as the nominal
exchange rate moves, and prices do not necessarily revert when the exchange rate returns to its initial
level, because of menu costs. However, Stockman (1988) gives a skeptical view of the actual
importance of the menu costs/hysteresis mechanism. Furthermore, within a wide range of alternative
plausible assumptions on the interactions between the real and the monetary sectors, King and Watson
(1992) find empirical evidence lending support to the hypothesis of long-run neutrality of money.
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unlikely to invalidate our main conclusion: analyses using Cagan-type models could be improved by

including real shocks of the sort we discuss below.

2. IDENTIFICATION AND DERIVATION OF THE MODEL

We first discuss the long-run nature of the identifying restrictions.® We derive a
"benchmark"”, three-variable model that includes the real exchange rate and fiscal and monetary
variables, and give a theoretical justification for interpreting the structural shocks. This highlights the
long-run restrictions used to estimate these shocks, as in Blanchard and Quah (1989), Ahmed, Ickes,
Wang, and Yoo (1993). and Rogers and Wang (1993). Because most macroeconomic debates are
about short-run phenomena, it is generally less controversial to use long-run rather than short-run
restrictions. In particular, it is possible to select a set of long-run restrictions that can be used for
both fixed and flexible exchange rate regimes. We also address critiques of this empirical approach.
A. Identifying the Benchmark Model

Consider a vector of stationary variables X and a vector of structural shocks €. The structural
model can be compactly written,

X, = C(L)e, 1)
where C is a non-singular matrix of coefficients, and L denotes the lag operator. An estimatible
reducéd form of the structural system is given by,

FL)AX, = X, + €. 2)
Assume the MA representation to be fundamental in the sense that all structural disturbances can be
recovered as one-sided convergent distributed lags in observable variables [see Blanchard and Quah
(1993)]. Furthermore, assume that the long-run moving average coefficient matrix, C(1), is lower-
triangular and that the elements of e are mutually uncorrelated. We can then follow the procedure

developed by Ahmed, Ickes, Wang, and Yoo (1993) to retrieve the "structural” coefficients from the

Notably, the "long run" is a hypothetical concept, defined as one such that the causal ordering is
satisfied. It is not made in reference to the length of the sampling interval.
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reduced form VAR. This recovering process is unique as long as the signs of the diagonal elements
of C(1) are fixed by the theoretical model.

Consider the vector of stationary variables X = {A(g/y), Aln(R), Aln(m)} and the vector of
shocks € = {e, ¢, ¢*}. Here g denotes the real value of government spending, y is real output, R is
the real exchange rate (the nominal exchange rate in domestic currency per U.S. dollars, s, times the
U.S. price level divided by the domestic price level), and m is real money balances. The three
structural shocks are, in order, permanent disturbances to government size, to the real exchange rate,
and to real money balances. These will be interpreted as structural shocks, namely fiscal, output and
monetary disturbances, based on the theoretical model in Section 2.C below. The three transformed

variables are assumed to be related in the long run as follows:

[ ] [ [ 1 [ ]
A(gly) g Ci, 0 O €
Aln(R) = R + C, C, O e (3)
Aln(m) m G, C, C,; e

where g, R, and m are constant and independent of the structural shocks.

We deduce the theoretically expected signs of the elements of the three-by-three matrix, C(1),
from the illustrative model that follows, but first give a general justification for its lower triangularity.
The zero-restrictions in the top row reflect the assumption that the long-run size of government is
exogenous. The remaining zero-restriction, in row two and column three of C(1), implies that the
real exchange rate is unaffected by the monetary shock in the long run (i.e., long-run superneurrality
of money). The lower triangularity of C(1) and the assumed orthogonality property of the shocks
enables us to identify the structural disturbances.

B. Methodological Issues
Before proceeding further, it is worthwhile discussing some of the critiques of the empirical

approach adopted here. First, as pointed out by Lippi and Reichlin (1993), we must assume that the



MA representation is fundamental since otherwise the structural VAR methodology would be
improper. Blanchard and Quah (1993) emphasize that this assumption is required in standard
macroeconometric work and is made implicitly in most time-series empirical studies. In other words,
ruling out nonfundamental MA representations is common in practice.

Second, Faust and Leeper (1994) critically address the validity of imposing the long-run
restrictions and the implicit aggregation of shocks in the Blanchard-Quah methodolgy. Both concerns
motivate our robustness checks. Because we are imposing infinite order (long-run) restrictions on a
finite order VAR, the estimation results are correct only if the estimated reduced-form VAR is the
correct representation. In this sense, imposing long-run restrictions is not necessarily more robust to
possible misspecification than imposing short-run restrictions as in Bernanke (1986).° As pointed out
by Blanchard and Quah (1989) and elaborated upon by Faust and Leeper (1994), if one identified
structural shock indeed consists of two independent shocks, then the methodology is valid only if the
underlying macroeconomic variables respond to the two shocks in the same directions.

In practice we can only consider a limited set of variables identifying a limited set of shocks.
Because many theoretical models suggest that fiscal and output shocks lead to opposite effects on the
real exchange rate, it is crucial to separate the two, as in our three-by-three benchmark model. Of
course, one may argue that the "output” shock consists of both aggregate demand and aggregate
supply shocks and the "monetary” shock contains both money demand and money supply shocks.
These disaggregated shocks will affect the real exchange rate differently. As a consequence, we
provide a sensitivity analysis in the four-by-four alternative-1 model, in which a "preference" or
"demand" shock is separately identified from the output "supply” shock based on the assumption that
output is supply-determined in the long run. Finally, we decompose the "nominal” shock into

monetary and exchange rate shocks in the four-by-four alternative-2 model. This exercise is useful in

°Our methodology is less controversial in the sense that it provides the reduced-form VAR with a
structural interpretation based on a theory that is consistent with a wider class of macroeconomic
models, as compared to alternative methods.



understanding monetary policy when there is a heavy degree of exchange-rate management. We
believe these models have exhausted the most important underlying forces in real exchange rate
movements. Any further expansion of the system will reduce the degrees of freedom without
improving the model structure significantly.

C. Interpreting the Shocks: An Illustrative Long-Run Model

In order to illustrate how the residuals in our system may be interpreted as structural shocks,
we develop the following continuous-time, rational-expectations model with infinitely-lived firras and
consumers. We choose this framework to elaborate the benchmark model because it is tractable and
not implausible in mimicking long-run optimizing behavior in a small, open monetary economy. We
note that this model is used for expository purpose and that there is a wide class of open macro
models with long-run properties consistent with those derived below.!° Readers who already buy
into the identifying restrictions and wish to skip directly to the results in section 3, can do so without
great loss to continuity.

Consider a stylized dynamic model of a small open economy in which the infinitely lived
representative consumer with perfect foresight decides the optimal composition of consumption of
nontraded and traded goods, c and cT, respectively. For analytical convenience, we take labor force
in both nontraded and traded goods industries, n" and n', to be stationary: n¥ = Bexp(b"t) and n" =
BTexp(b't), where BY, BT, bY, and b" are treated as parametrically given. Thus, we can express

output of nontraded and traded goods, y" and y7, as:
yU = A@Y s yT = ATy, @
where A is the productivity measure reflecting changes in technology, 0 < » < 1; and where ¢ > 1,

indicating that traded goods production is more sensitive to technological changes. In the absence of

a labor-leisure trade-off, output is therefore exogenous. This captures the fundamental feature that

"This would include long-term labor contract, monetary business cycle, real business cycle,
efficiency wage, menu cost and adjustment cost models, in which money may be introduced via the
utility or production function, a transactions-cost technology or a cash-in-advance constraint.
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equilibrium output is supply-determined in the long run, as is consistent with our focus on the
model’s long-run properties.'!

Define the real exchange rate as R = _sPT/PN, where s denotes the nominal exchange rate
(domestic currency per unit of U.S. currency) and PN and P" are the monetary prices of nontraded
and traded goods, respectively. Let m be the rate of change of PN and for simplicity assume P” to be
constant over time. Furthermore, denote M and M", respectively, as the nominal stock of domestic
and foreign (U.S.) currency. Then real values of domestic and foreign currencies can be defined in
units of U.S. currency: m = M/(sP") = (M/PY)/R and m" = M'/P".

The representative agent solves the following optimization problem: /-
max [ [éch(t) + (l—a)(')hlcT(t)]ﬂ;:’f:‘Ekdit‘
subject to
MR +cT+mm o+’ = (1-1)(yYR +y") - nm + h ©)

CNIR +¢cT < Bm*(m')l"' g e (6)
where p > 0 is the rate of time preference, h is a lump-sum real money transfer, 7 is the general
income tax rate, 0 < ¢ < 1,8 > 0, ahd 0 < 9 < 1. Finally, 6, a shift parameter that captures
changes in prefcrences toward the traded good, is assumed to be a positive constant for the moment.
This assumption is relaxed in our 4 x 4 alternative-1 model. While (5) is a standard budget
constraint, (6) formulates a generalized cash-in-advance constraint in which the righthand side
measures the cash services required for consumption purchases. Specific functional forms for the
preference and monetary transactions technologies simplify the analytical expressions, but are not

necessary for obtaining the long-run implications of the model.

""Allowing for an endogenous labor-leisure trade-off and endogenous capital accumulation will not
alter the long-run properties derived below, as long as leisure is separable from consumption and the
productivity factor is multiplicative.



Denote A, as the co-state variable to m and m” and A, as the multiplier associated with (6).

Then the first-order conditions for the above optimization problem are:

afcN = (A, + AYR (7a)
(1-a)c™ = (A, + A,) (7b)
=(p + MA, - ABy(m/m") Y (7¢)
A, = pA, - A,B(1-y)(m/m")". , (7d)

Here, (7a) and (7b) reflect intertemporal consumption efficiency for nontraded and traded goods,
whereas (7c) and (7d) govern the evolution of the shadow values of domestic and foreign currencies,

respectively. Stralghtforward steady state analys1s 1mp11es x = pand h = pm, thus leading to

N=@-nyN, et = oyt - (@)

mm* = [y/(1-Y)]p/(p + ) - | (80)
where the latter equation determines the optimal portfolio between domestic and foreign currencies,
which depends negatively on the inflation rate differential (captured by u).

- Substituting (8a),and (7b) into (7@), we can derive the real exchange rate as:
= e[(l’-a)/a](‘y‘"/y% R )

,<_:1i‘ -

which, together w1th (8a) (8b) and’ a bmdmg cash- m—advance constramt (1 e. (6) WEth etlualftty), yield

- _[pe(l—,a)]“[v/(l—y)]"?(l-:) p/p + w17y, U0
Let g denote real government spending and (g/y) measure government size (i.e., the government
spending to output ratio). Assume for the moment that the government purchases uniformly from the
nontraded and traded sectors. In equilibrium, a balanced government budget implies that (g/y) must

be equal to the general income tax rate, i.e., (g/y) = g/(yN/R + y") = 7. We assume that
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government size is exogenously determined, following a random walk." That is, we can specify the

fiscal shock as

Algly) = e, (1
where €2 is white noise. v
Next specify the money growth shock as Ay = 6 + €* and )t;lllén;ecl‘lin’olovgy ‘syho‘ck as
Aln(A) = & + €. These specifications imply that money growth and productivity follbw a random
walk with drift, where € and €' are white noise and ¢ and & are the drift terms. By approximation,
Aln(1l-7) = -A7 = -A(gly) = -t and Aln(1+pu/p) = Aplp = (8* + €*)/p. Differencing (9) and (10)

and using (4) yields (aside from the deterministic trends):

3Sh ad

Aln(R) = R, - (¢p-1)e’ (12)

Aln(m) = m, - €% + dpe¥ - [(1-y)/ple*, (13)
where R; = -(¢-1)¢” and my = @& - [(1-y)/p]é*. Thus, a positive shock to governmeht size or to
money supply growth results in a lower demand for domestic currené):l. Whilé ’a‘lypositive Voubtput
shock increases domestic money demand, it also causes an appreciation of the real exchange rate (i.e.,
a decrease in R). Notice that since traded and nontraded goods are taxed equally and government
purchases from the two sectors are uniform, the fiscal policy shock does not affect the real exchange
rate in the long run. To the extent that this is not true in practice, it Sﬁggeéfs that fiscal shocks in
general will affect the real exchange rate. Since in reality traded goodé are taxed more heavily (under
the consideration of tariffs) and government consumption consists of more non-traded goods, a larger
government size is expected to lead to a real exchange rate depreciation. With this in mind, equation
system (11)-(13) can be used to justify the restricted long-run model for the structural VAR estimation

as specified in (3), and then extended as in (3)’ below.

"”This is consistent with the empirical study of Ahmed and Yoo (1992). Notice that random walk-
like behavior for (g/y), at least within the bounds, is not ruled out simply because (g/y) is bounded.
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3. RESULTS
A. Unit Roots and Cointegration

Before proceeding with the VAR analysis, we first present evidence concerning the tiine-series
properties of all the variables. Chart 1 summarizes the data. All experienced a hyperinflation (or
approached very close to it) for some short periods. Also note that our sample periods inclucle both
high inflation and stahilization oata.

For the unit roots tests, we use (i) both 7, and 7, Augmented Dickey-Fuller (ADF) tests to test
the null hypothe51s of I(l) Versus I(O) and again to test I(2) versus I(1); and (ii) 95% confidence
1ntervals for the largest autoregresswe root, which are constructed from the ADF statistics using
Stock’s (1991) procedure. As seen in table 1, the ADF test statistics indicate that, with perhaps one
or two exceptions, the variables cah be characterized as follows:

(i) I(1) variables - (g/y), ln(R), In(m), In(y); (i) I(2) variable - In(s).

As for the posslble exceptions, it appears that In(y) is 1(0) for Argentma (gly) is 1(0) for Brazil, and,

s mmgreeven o door
perhaps that Brazﬂran In(s) is trend-stationary in the growth rate. We elaborate on this next
PG Gt iy VY Ve

In a recent paper Stock (1991) quantrfres the uncertamty associated with unit roots tests,
while maintaining the classical approach to testing, by constructmg confldence mtervals for the largest
autoregressive root of a time series when this root is close to unity. Following Stock’s proce:dure, we

report 95% conﬁdence intervals for each of our test statistics in Table 1. Many of the intervals are
i PRI EEE ., ‘-A,f“:"‘;ﬂ‘.;j!;.; 1
wide. For one borderlme case, Aln(s) for Brazil, the data are consistent with the hypothe51s that the

el vt el Gy T v ahy

process is 1(1), but are also consistent with the hypothes1s of trend stationarity with an autore gressxve
root of 0.59. The most objectionable departure from the characterization of the stochastic processes
outlmed above is for Argentlne In(y) and Brazilian (g/y), which appear to be trend-stationary. We

account for thls as we proceed with the VAR analysis."”

"In the VARs to follow, we make Argentine In(y) and Brazilian (g/y) stationary by remcving a
linear deterministic time trend rather than by first-differencing. We checked the sensitivity of our
results to moving the detrended variable last in the VAR to allow all shocks to affect the deviation of
the trend-stationary variable from the deterministic trend. The results are not qualitatively different.

12



In Table 2, we show that Johansen’s (1991) test fails to reject the null of no cointegration at
5% for each system in all countries except the four-by-four system [(g/y),In(R),In(m),Aln(s)] for
Bolivia. Checking the sensitivity of results to changes in lag length, intially set at 4, however, we
find that the null of no cointegration cannot be rejected for the Bolivian system when 3 lags are used,
as shown in Table 2. Because of the borderline nature of the rejections we do obtain, we proceed
with the assumption of no cointegration for all systems. '

B. Results for the Benchmark Model

Table 3 presents the results from estimating the three-variable VAR model, consisting of
government size, the real exchange rate, and real money balances. Notice first that, across all
countries, each of the elements of the C(1) matrix given by equation (3) has the predicted sign. Of
particular irnportance, C,, is positive and C,, is negative, implying that fiscal shocks lead to a long-
run real depreciation and output shocks lead to a long-run real appreciation. Furthermore, the C,,,
C,, and C;; coefficients imply that, for all four countries, the output shock has a positive effect on
real money balances in the long run, while fiscal and monetary shocks have a negative long-run
effect. This is consistent with traditional money demand functions.

The VDC results indicate that output shocks have the most influence on Aln(R), averaging at
the first (4-year) horizon 80% (64 %) across the four countries. Fiscal and monetary shocks are also
influential in some cases. For Bolivia and Israel, where the correlation between real and nominal
exchange rates is highest among our countries, monetary shocks contribute 22.3% and 45.0%,
respectively, to the variance of real exchange rate changes in the long run. The contribution of
monetary shocks is not as large in Argentina and Brazil.

The IRFs are displayed in Figure 2. First, the effect of the output shock on the real exchange
rate is significantly negative (i.e., causes a real appreciation of the domestic currency) and long-

lasting in all cases. The cumulative effects are hump-shaped for Bolivia and Brazil, and continuously

“Notice that we do not undertake estimates for the Argentine 4-by-4 system with output, or the
Brazilian systems, because of the results of the unit roots tests.
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expanding for Argentina and Israel. Second, with up to a one year lag, monetary shocks lead to
significant real exchange rate depreciation in Bolivia, Brazil and Israel. Such an effect, however, is
instantaneous and significant in Argentina, Finally, the positive short-run effect of a fiscal expansion
implies a real depreciation. In our model, this is consistent with government levying taxes (tariffs)
more heavily on tradeables than non-tradeables and/or government consumption consisting of
relatively more non-tradables than tradeables.
C. Decomposing the Output Shock: Results for the Alternative-1 Model

In recognizing that aggregate demand and supply shocks generate very different effects on the
real exchange rate, we first expand the three-by-three benchmark model by separately identifying a
demand shock from the output supply (technological) shock. This is done by relaxing the assumption
that the preference shift parameter, 6, is a constant; instead, we assume Aln(f) = €, where elis a
demand or preference shock (toward the traded good). Since equilibrium output is supply-
determined, the preference shock will not affect output in the long run, but will lead to a real
exchange rate depreciation and a lower demand for domestic currency [see equations (9) and (10)].

With this change in the theo?etical model, we can extend the three-by-three system 1o a four-
by-four system consisting of the four (stationary) variables {A(g/y), Aln(y), Aln(R), Aln(m)} and four

corresponding shocks {e?, €, €, €}:

[ ] [ [ 17 1
A(gly) g ¢cp, 0 0 O (3
A(y) y Cy & 0 0 4
3y
A(R) = R + ey e ¢ O €
A(m) L m Cai Cup Cy3 Cy €

where the first vector on the right hand side contains constant terms that are independent of the
structural shocks. According to the modified theoretical model, the long-run multipliers are:

Ci=1,C =0,C, =1,Cy =0, Cy, = (¢-1), Cy=1C =-1,C;, =¢,Cy =-1and
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Cs = -[(1-y)/p]. For the purpose of estimation, we generalize this model in the following way. As
argued above, if the traded good is taxed more heavily than non-traded goods or if government
consumption consists of more nontraded goods, C,, will be positive, implying that a permanent fiscal
" expansion will lead to a long-run depreciation of the real exchange rate. Moreover, if one allows for
non-optimizing government activities, C,; is likely to be different from zero. In the estimation, the
over-identifying restrictions above are not imposed.

This modification enables us to separate aggregate demand and supply shocks. In particular,
the two shocks associated with y and R, labelled ¢’ and €%, can be interpreted, respectively, as
aggregate supply (technological) and aggregate demand (preference) disturbances. In the illustrative
theory model, the demand shock measures the preference shift toward the traded good. In practice,
such a shock will include government trade and financial restrictions that induce households to shift
from non-traded to traded goods, thereby altering the relative price of traded and nontraded goods.

The results for this model are presented in Table 4. The coefficients of the long-run moving
average marix are generally of the sign predicted by the model. Turning to the VDCs, notice that
the contributions of the fiscal shock and the monetary shock are approximately the same as they are in
the benchmark model. For example, the contribution of the monetary shock at the 4-year horizon for
Argentina, Bolivia, Brazil, and Israel, respectively, is (10.2, 20.1, 19.9, and 46.7) in the 4-by-4
model and (6.06, 22.3, 16.9, and 45.0) in the three-variable benchmark model.

Interestingly, the VDCs indicate that relatively more of contribution of the combined output
shock is due to aggregate demand. Consider Argentina. At the 4-year horizon, the contribution of
the combinzd output shock in the benchmark model is 74.2%, as reported in Table 3. According to
Table 4, the contribution of the aggregate supply shock is 23.2% and the contribution of the
aggregate demand shock is 46.3%. For Bolivia, the analogous figures are 67.7% for the combined
output shock in the 3-by-3 model, 15.2% for the AS shock in the 4-by-4 model, and 49.8% for the

AD shock in the 4-by-4 model; for Brazil and Israel, respectively, they are 70.2% (combined),

15



10.8% (AS), 59.4% (AD), and 44.9% (combined), 4.90% (AS), and 42.0% (AD). Aggregate
demand shocks are even more important at shorter horizons. The relatively important role of AD
shocks in our estimates is consistent with the results that Clarida and Gali (1994) found for Japan,
Germany, the UK., and Canada. However, aggregate supply (productivity) shocks are considerably
more important in our estimates than in Clarida and Gali (1994), who find essentially no effect from
such shocks at any horizon for any of their countries.

The IRFs are reported for all countries at the end of Table 4. To save space, we display
graphically only the resulté for Israel in Figure 3. As with the benchmark model, the fiscal shock
gives rise to a permanent real depreciation, while the monetary shock produces a temporary real
appreciation. As anticipated, the aggregate supply shock gives rise to a real appreciation, which is
significant at short horizons, while the aggregate demand shock produces a real depreciation. Notice
from the bottom of Table 4 that the aggregate demand is the most influential shock for all countries,
as is true of the VDCs.

Because the "preference”, or aggregate demand, shock is the single most influential. shock, it
is useful to discuss more completely the types of disturbances that fall into this category in practice.
Wars would induce a change in preferences for tradeables relative to non-tradeables, and may have
been important for some of our countries. More importantly, we suspect, are government policy
restrictions on the free flow of currency, income from foreign investments, capital, and/or goods, of
the type analyzed by Stockman and Hernandez (1988). To the extent that such policy restrictions
affect relative goods demand and hence relative prices, but do not affect government size or output in
the long run, they are appropriately inte;preted as included in the third system shock.

D. Decomposing the Nominal Shock: Results for the Alternative-2 Model

We also expand the three-by-three benchmark model along another dimension by dzcomposing

the last, "nominal" shock into a pure monetary disturbance and a nominal exchange rate disturbance.

As long as the long-run neutrality assumption is continuously imposed, we can simply attach the
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stationary form of the nominal exchange rate to the three-variable VAR: {A(g/y), Aln(R), Aln(m),
A%n(s)}. Of course, the shocks to (g/y) and R are still the fiscal shock and the output shock. In
addition, the shock to m is the pure monetary shock (e*), while the shock to s reflects disturbances to
the nominal exchange rate (¢*), such as those due to central bank intervention. Note that a positive ¢
shock indicates a nominal depreciation (i.e., an increase in s); thus, the long-run multiplier C,, is
taken to be positive. The long-run effect of e’ (C,,) is expected to be negative, as higher domestic
output leads to increased demand for domestic money and a nominal appreciation. On the other hand,
the long-run effect of e (C,,) is expected to be positive, as domestic monetary expansion results in a
nominal depreciation. However, even if traded goods are taxed more heavily than non-tradeables, or
if the government purchases more nontraded goods, the long-run effect of €# (C,;) would still be
ambiguous. The ambiguity arises from the opposing effects of tile shock on the expected inflation
rate versus the real interest rate. If one believes that the expected inflation effect dominates in the
long run, then C,; is likely to be positive.

According to Table 5, the coefficients of the long-run moving average matrix are once again
generally of the sign predicted by the model. Our VDC results, also in Table 5, indicate that the
contributions of the combined monetary-nominal exchange rate shock range from 13% in Argentina to
Jjust under one-half in the rest of the countries at the 4-year horizon. In Argentina and Israel, nominal
exchange rate disturbances account for an insignificant portion of the variance of real exchange rate
changes. The 'impulse response functions, given at the bottom of Table 5 for all countries, but
displayed graphically only for Israel in Figure 4, are very similar to those of the benchmark model.
This is to be expected since the first three shocks of the new model have very similar interpretations
to those of the benchmark model.

Finally, the alternative-2 model also enables us to examine the major factors driving
movements in the nominal exchange rate. We find that at all horizons, over half of the variance of

nominal exchange rate changes are due to the combined monetary-nominal exchange rate shocks in
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these four high-inflation countries. This indicates that the nominal exchange rate does depend
crucially on monetary disturbances, consistent with traditional beliefs.
E. Further Discussion

In closing, three points are worth mentioning. First, for a given country, the contribution of
the disturbance to real money balances, €, to the variance of the real exchange rate is very similar
across all three models. As seen in Tables 3-5, at the 4-year horizon the contribution of < is, under
the three specifications (benchmark, alternative-1, alternative-2) respectively, (6.06, 10.2, 4.48) for
Argentina, (22.3, 20.1, 29.2) for Bolivia, (16.9, 19.9, 27.9) for Brazil, and (45.0, 46.7, 45.6) for
Israel. We find this reassuring in light of recent criticisms of the VAR methodology.

Second, by comparing the output shock (¢”) in the benchmark model with the combined
aggregate supply and aggregate demand shocks (¢’ +¢?) in the alternative-1 model, we find that their
contributions in explaining the real exchange rate movements for a given country are alsc very
similar. As shown in Tables 3 and 4, at the 4-year horizon, the contribution of ¢ in the benchmark
model and € +¢? in the alternative-1 model, respectively, is (74.2, 69.5) for Argentina, (57.7, 65.0)
for Bolivia, (70.2, 70.2) for Brazil and (44.9, 46.9) for Israel. The magnitude of this effect across
countries suggests that, even though our empirical methodology may be subject to some criticism, our
main conclusion regarding the importance of real shocks in driving real exchange rate flutuations
should not be invalidated.

Third, motivated by the results in Faust and Leeper (1994) showing the fragility of Blanchard
and Quah’s (1989) results to changes in the variable representing the nominal disturbance:, we
examine a variant of the alternative-2 model, replacing the exchange rate with the price level. Thus,
the new model is {A(g/y), AIn(R), Aln(m), A%n(p)}. This has no qualitative, and only a very small
quantitative, effect on the results we saw in Table 5. For example, at the 4-year horizon for
Argentina, the effect on Aln(R) of each shock in is, in order, (25.5, 63.0, 7.50, 4.01). As seen in

Table 5, this is quite close to the corresponding magnitudes in the model with the nominal exchange
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rate: (24.9, 61.8, 7.50, 4.48). Similar results hold for Bolivia (16.4, 35.7, 35.6, 12.3) [in the model
with p] versus (23.4, 31.8, 29.2, 15.6) [model with s], and for Israel (5.64, 48.7, 43.9, 1.74) [model
with p] versus (3.39, 50.2, 45.6, 0.79) [model with s], but.there are some differences for Brazil:
(17.1, 11.4, 18.0, 53.4) versus (7.48, 43.6, 21.0, 27.9), where the contribution of the two real

shocks (combined) is apparently somewhat smaller for the estimate using the price level.

4. Conclusions

This paper empirically assesses the sources of fluctuations in the real exchange rates of four
high inflation countries, by imposing long-run identifying restrictions based on a general-equilibrium
dynamic monetary model. In contrast to conventional beliefs about the relative importance of real
and monetary shocks for high inflation countries, we find that real exchange rate movements are
mostly driven by real shocks. Since the nominal exchange rate depends mostly on monetary
disturbances, our results explain why real (R) and nominal (S) exchange rates do not necessarily move
together closely during these high inflation episodes (Figure 1). Only for Israel and Bolivia is there a
positive correlation over a prolonged period between R and s. According to our analysis, this
observation is consistent with the monetary shock accounting for a relatively large share of the
variance of the real exchange rate only for Israel and Bolivia.

An important part of our strategy is to test the robustness of these findings. The intial three-
by-three specification has the advantage of parsimony, and provides a useful benchmark. Results
from the extended four-by-four systems are found to be broadly consistent with those from the
benchmark model. The extended models are undertaken in the spirit of Faust and Leeper’s (1994)
findings concerning the aggregation of multiple shocks. They have an advantage over the benchmark
model in that they allow for additional insights into the separate effects of (i) aggregate supply versus
aggregate demand effects and (ii) different types of monetary disturbances, on the real exchange rate.

We believe that the models in Section 3 exhaust the set of feasible specifications for our episodes.
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We emphasize that even if one questions our results on the grounds that money growth shocks
may produce permanent effects on the real exchange rate, it is hard not to be impressed by the
estimated magnitude of the effects of real shocks. Hence, we argue that the possibility that money
growth shocks are not super-neutral does not invalidate our main conclusion that analyses using
Cagan-type models could be improved by including real shocks. It would be useful to study the
behavior of real exchange rates in high inflation economies using models which emphasize the effects
of real shocks -- such as government policy restrictions on the flow of currency, income from foreign
investments, capital, and/or goods -- in addition to sticky prices and monetary shocks. Progress along

these lines has recently been made by Stockman and Ohanian (1993).
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‘Figure 1: Plots of the Real and Nominal Exchange Rates
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Figure 2a; Impulse Response Functions (Argentina)
Response of Real Exchange Rate (First-Difference and Log-Levels) to
(1) Government Size, (2) Output, (3) Money Growth Shocks
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Figure 2b; Impulse Response Functions (Bolivia)
Response of Real Exchange Rate (First-Difference and Log-Levels) to
(1) Government Size, (2) Output, (3) Money Growth Shocks
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Figure 2c; Impulse Response Functions (Brazil)
Response of Real Exchange Rate (First-Difference and Log-Levels) to
(1) Government Size, (2)' Output, (3) Money Growth Shocks
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Figure 2d; Impulse Response Functions (Israel)

Response of Real Exchange Rate (First-Difference and Log-Levels) to
(1) Government Size, (2) Output, (3) Money Growth Shocks
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Figure 3; Impulse Response Functions (Israel)
Response of Real Exchange Rate (First-Difference and Log-Levels) to
(1) Government Size, (2) Supply, (3) Demand, (4) Money Growth Shocks
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Figure 4; Impulse Response Functions (Israel)
Response of the Real Exchange Rate (First-Difference and Log-Levels) to
Shocks to (1) Government Size, (2) Output, (3) Money, (4) Exchange Rate
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“The solid line is the point estimate and the dashed lines are plus- and minus- one standard deviation.
239




Table 1; Unit Roots Tests

Variable ADF, 95% C.L lag ADF, 95% C.I. lag
[ARG] [ADEF,] length [ADF,] length
gy) -2.407 .60 1.09 2 -1.29 .82 1.06 2
In(m) -3.58™” 18 1.04 4 -3.18 30 .96 4
In(y) -4.14” - .80 4 -4.39” - .61 4
In(R) -1.77 76 1.11 2 -2.56 S50 1.04 2
In(s) -3.117 37 1.07 3 -0.13 98 1.11 3
D(g/y) -4.38” - .70 4 -4.42” - .61 2
DIn(m) -3.39 26 1.05 4 -3.12 33 1.00 4
DIn(R) -3.42 26 1.05 2 -3.01° 37 1.02 2
DIng(s) -2.87 44 1.08 3 297 37 1.02 3

D2In(s) -3.55" 20 1.04 3 -3.54 .19 .87 3

Variable ADF, 95% C.I. lag ADF, 95% C.L lag
[BOL] [ADF,] length [ADEF,] length
(g/y) -2.85 41 1.09 3 -2.43 .50 1.06 3
In(m) -1.42 .84 1.12 3 -1.58 75 1.10 3
In(y) -0.29" 1.04 1.12 3 -1.12 .86 1.10 3
In(R) -2.72 46 1.09 3 -1.46 .78 1.10 3
In(s) -1.88 72 112 3 -1.62 74 1.10 3
D(gly) -5.14™ - .38 3 -5.217 - .28 3
Din(m) -3.52° .14 1.05 3 -3.42° 15 .88 3
Din(y) -5.84™ - .18 3 -4.927 - .45 3
DIn(R) -4.30™ - 71 3 -4.377 - .59 3
DIn(s) -2.19 63 1.11 3 -2.04 .62 1.08 3
D2In(s) -3.68 .06 1.04 3 -3.677 - .80 3
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Table 1, cont’d; Unit Roots Tests

Variable ADF, 95% C.I. lag ADF, 95% C.I. lag
[BRZ] [ADF,] length [ADE,] length
(g/y) -4.227 —~ .88 6 -3.02° 67 1.01 4
In(m) 2.82 73 1.04 6 -2.40 77 1.03 6
In(y) -2.53 79 1.04 6 2.37 78 1.03 6
In(R) -0.87 97 1.06 8 -1.93 84 1.04 8
In(s) 0.13 1.02 1.07 4 2.17 - - 4
DIn(m) -3.69 55 1.02 8 -3.67" - .90 8
DIn(y) -7.19 - - 6 -7.09™ BER. 6
DIn(R) 4,64 — 81 8 2.98" 67 1.01 8
DIngs) -3.49" 59 1.02 8 2.42 77 1.03 8
Variable ADF, 95% C.IL lag ADF, 95% C.I. lag
[ISR] [ADF,] length [ADF,] length
(gly) 2.79 68 1.05 4 2.82 65 1.02 4
In(m) -1.25 93 1.07 4 -1.58 85 1.06 4
In(y) -3.47 33 1.01 3 -0.41 99 1.02 3
In(R) -1.66 37 107 4 -1.97 79 1.05 4
In(s) 2.19 79 1.06 3 -1.02 92 1.06 3
D(gly) -3.99" - .90 4 -4.02" - .83 4
DIn(m) 4.10" - .88 2 -3.55™ 48 91 2
Din(y) -6.28" - - 3 -6.33" - - 3
Din(R) -4.427 - .81 4 4.11" - .81 4
Din(s) -2.26 77 1.06 4 2.25 75 1.04 4
D2In(s) -4.35" - .82 4 -4.32" - 8 4

Notes: ADF, (ADF,) denotes the Augmented Dickey-Fuller (1979) test statistic for the unit root null
hypothesis; a **, * indicates rejection of the unit root null in favor of the trend-stationary (stationary
with non-zero drift) alternative at 1% and 5% respectively. 95% C.I. denotes the 95% confidence
interval for the largest autoregressive root, which are constructed from the ADF statistics using
Stock’s (1991) procedure. A " -- " indicates the calculation is not available from Stock’s tables. Lag
length gives the number of lagged first-differences used in the ADF test. Where quarterly data are
used (Argentina, Bolivia, and Israel), results are estimated for lag lengths of 2, 3, and 4, and where
monthly data are used (Brazil), results are estimated for lag lengths of 4, 6, and 8. A superscript "7"
indicates that there is a significant time trend in the variable.
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Table 2; Johansen’s Trace Test for Cointegration

Country System p=0 p=<l1 p<2 p<3 Lags
Argentina (g/y),In(R),In(m) 22.8 8.76 0.08 -- 4

(g/y),In(R),In(m),Aln(s) 39.4 14.3 3.86 0.06
Bolivia (g/y),In(R),In(m) 17.4 8.40 3.17 -

(g/y),In(R),In(m),Aln(s) 56.17 17.0 7.81 3.68
(g/y),In(R),In(m),Aln(s) 38.4 18.0 5.75 2.01
(g/y),In(y),In(R),In(m) 31.9 16.8 8.57 2.59
Israel (g/y),In(R),In(m) 27.1 9.59 1.95 -

(g/y),In(R),In(m), Aln(s) 36.2 17.9 8.21 1.82

Sl

(g/y),In(y),In(R),In(m) 31.0 11.9 4.18 0.14

Notes: We denote significant at 5% by *. In Johansen’s trace test, the null is that there are no more
than p cointegrating vectors in the system (or n-p distinct unit roots). Reported statistics are
calculated using the Cheung and Lai (1993) correction. Critical values for (n-4) equal to 1,2,3,4 are
3.76, 15.5, 29.7, 47.2 (95%). These are taken from Table 1 of Osterwald-Lenum (1992).
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Table 3; Results from the Benchmark Model

Coefficients of the Long-Run Moving Average Matrix and

Variance Decomposition of Aln(R)

Coeft: ARG BOL BRZ ISR
Cu (+) 0.83 (1.70) 0.39 (0.10) 0.78 (0.46) 0.56 (0.13)
Cy () 2.09 (16.5) 0.78 (0.48) 0.12 (0.66) 3.50 2.78)
Cy () -1.28 (0.74) -0.27 (0.21) -0.66 (0.21) -0.67 (0.23)
Cy () -1.80 (13.6) -1.23 (0.88) -0.50 (8.15) -10.8 (10.3)
Cy (4) 1.01 (0.49) 0.21 (0.15) 3.29 (1.50) 1.77 (0.60)
Cy (9 -0.59 (0.11) -0.75 (0.19) -1.07 (0.35) -0.79 (0.22)
VDC Aln(R)
& 2.32/13.7/19.7 6.67 /5.68 / 10.0 7.44/11.9/12.8 4.99/ 11.0 / 10.0
(15.8 /14.2 /13.7) (10.1 /9.42 /9.94) (11.8 /9.58 /9.21) (7.31 /8.97 /18.77)
& 93.8/82.8/74.2 82.0/85.7/67.7 88.4/72.1/70.2 57.1/53.0/44.9
(17.5 /15.6 /14.3) (15.8 /14.7 /13.4) (17.5 /14.0 /13.1) (18.9 /17.4 /15.3)
& 3.88/3.47/6.06 11.4/8.59/22.3 4.18/16.0/16.9 37.9/36.0/45.0
(8.65 /8.05 /9.96) (13.7 /12.1 /10.9) (12.8 /11.4 /11.3) (18.2 /15.7 /14.6)

Notes: The C; elements represent the long-run effect of the fiscal shock, &%, on government size (C,,), the real
exchange rate (C,), and real money balances (C;;), the long-run effect of the output shock, €, c¢n the real exchange
rate (C,,) and real money balances (C;,), and the long-run effect of the money growth shock, &*, on real money

balances (C,;). In parenthesis is the coefficient’s predicted sign. The reported variance decompostion (VDC) results
indicate the percentage of the forecast error variance of Aln(R) that is due to each shock at the 1st horizon, half-year

horizon, and 4-year horizon. Standard errors obtained from Monte Carlo simulations with 1000 draws are in

parenthesis.
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Table 4; Results from the 4-by-4 Model with Output (Alternative-1)

Coefficients of the Long-Run Moving Average Matrix and

Variance Decomposition of Aln(R)

Coeff: ARG BOL BRZ ISR
{ Cy (+) 0.83 (2.46) 0.40 (0.17) 0.85 (2.29) 0.69 (0.24)
Ca (M -0.80 (6.25) -0.07 (0.84) -0.33 (0.54) 0.69 (0.61)
Cn (+) 1.63 (1.30) 0.38 (0.23) 0.60 (0.13) 0.44 (0.07)
Gy () 1.92 (7.66) 1.43 (1.36) 0.16 (0.56) 4.08 (3.74)
Cy (4) | -2.72 (2.66) -0.48 (0.27) .005 (0.20) -0.27 (0.58)
Cy (+) 1.05 (0.41) 0.30 (0.30) 0.56 (0.20) 0.67 (0.21)
Cu (4 -0.94 (7.20) -1.91 (1.58) -0.51 (4.85) -13.6 (13.6)
C,,z (+) 0.92 (2.59) 2.04 (0.42) 0.70 (1.77) 0.57 (2.07)
Cy () -0.89 (0.35) -0.05 (0.20) -2.96 (1.26) -1.76 (0.55)
Cy () -0.69 (0.13) -1.55 (0.11) -1.10 (0.31) -0.82 (0.22)
VDC AIn(R) ,
et 2.86/14.9/20.3 18.1/11.9/14.9 4.25/7.76 1 9.87 3.48/594/6.34
(14.6 /13.4 /13.1) (4.60 /8.89 /11.1) (10.1 /8.67 /8.95) (6.56 /7.37 /7.96)
& 30.0/25.7/23.2 .002/4.42/ 152 3.02/6.63/10.8 0.47/4.41/4.90
(20.6 /17.1 /12.0) (17.7 /19.6 /12.4) (7.76 16.79 /7.81) (4.11 /5.64 /5.48)
& 58.0/49.6/46.3 80.5/74.9/49.8 82.2/66.2/594 54.2/50.5/42.0
(22.3 /18.6 /13.7) (17.3/19.2 /13.8) (19.6 /14.9 /14.2) (18.1 /16.8 /13.8)
e 9.17/10.1/10.2 1.39/8.82 /20.1 10.5/19.4/19.9 41.8/31.9/46.7

(10.1 /9.66 /8.12)

(6.79 /8.53 /7.88)

(16.4 /13.2 /12.4)

(17.3 /15.2 /13.5)
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Table 4, cont’d

Estimates of Impulse Responses of Aln(R) [in %]

ARG

BOL

BRZ

ISR

3.45/7.74 /1 4.36

9.43" /-0.99 / -5.79

0.70 7 -0.35 / -0.04

0.81# 7 0.76' / 0.06

-11.2"/-1.22/1.28

-0.10/5.77/-1.61

-0.59/0.17/0.20

-0.30/-0.91*/0.43

15.6"/-1.38 / 1.28

19.8"/-13.1 / -1.68

3.07"/-0.30 / 0.26

3217/0.46/0.21

6.19 / -3.417 / -1.84

-2.60 / -7.73" / 4.96"

-1.10% / 0.60* / -0.23

-2.82°/0.45/1.73"

Notes: The C; elements represent the long-run effect of the fiscal shock, &%, on government size (C,;), ouput (C;),
the real exchange rate (C,,), and real money balances (C,;); the long-run effect of the output shock, &, on output
(Cy), the real exchange rate (Cy,), and real money balances (C,,); the long-run effect of the preference shock, &, on
the real exchange rate (C;;) and real money balances (C,;); and the long-run effect of the money growth shock shock,
¢*, on real money balances (C,,). In parenthesis is the coefficient’s predicted sign. The reported variance
decompostion (VDC) results indicate the percentage of the forecast error variance of Aln(R) that is due to each shock
at the 1st horizon, half-year horizon, and 4-year horizon. Standard errors obtained from Monte (Carlo simulations
with 1000 draws are in parenthesis. The reported impulse response results in the bottom panel indicate the response
of Aln(R) to a one standard deviation shock to each variable at the 1st, half-year, and 4-year horizons. A * (#)
indicates significant at the 2 (1) standard error confidence level, based on t-statistics computed from 1000 random

draws.
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Coefficients of the Long-Run Moving Average Matrix and

Variance Decomposition of Aln(R)

Table 5; Results from the 4-by-4 Model with the Nominal Exchange Rate (Alternative-2)

Coeff: ARG BOL BRZ ISR
C, (+) 0.90 (0.81) 0.37 (0.19) 0.70 (0.36) 0.57 (0.14)
C, (4) 2.40 (6.24) 1.10 (1.73) 0.01 (0.25) 1.27 (4.38)
Cyp () -1.22 (0.83) -0.28 (0.51) -0.77 (0.23) -0.47 (0.35)
Cy ) -1.91 (3.84) -1.16 (1.78) 0.42 (2.18) -4.31 (13.0)
Cy, (+) 0.86 (0.56) 0.20 (0.48) 2.16 (1.82) 1.18 (0.91)
Cy () -0.56 (0.13) -0.50 (0.33) -0.99 (0.29) -0.70 (0.23)
Cu 1.10 (2.19) -0.71 (3.25) 0.89 (2.05) 3.01 (2.73)
Cy, () -0.38 (0.31) 0.46 (0.86) -0.69 (2.41) -0.19 (0.18)
Cys (+) -0.12 (0.22) 0.25 (0.21) -0.03 (0.45) 0.18 (0.07)
Cu (+) 0.61 (0.10) 0.28 (0.15) 2.43 (1.07) 0.42 (0.05)
VDC Aln(R)
P 2.47/20.3 /24.9 29.2/28.3/23.4 1.49 / 5.85 / 7.48 0.14/3.34 / 3.39
(13.7 /12.7 /11.6) (15.4 /13.2 /10.2) (9.51 /7.82 /7.65) (5.68 /6.33 /6.44)
& 90.5/71.8/61.8 53.9/39.2/31.8 57.2/47.3/43.6 61.4 /59.6 / 50.2
(17.0 /14.7 /12.3) (21.0 /18.1 /13.2) (23.0 /16.2 /14.1) (18.2 /15.8 /13.6)
& 5.98 / 4.74 / 8.73 1.17/ 11.6 / 29.2 9.42/19.2/21.0 38.4 /36.7/ 45.6
(8.89 /7.12 /9.00) (10.6 /10.7 /10.1) (14.4 /12.0 /11.2) (17.8 /15.3 /13.7)
& 1.09 / 3.14 / 4.48 15.7/20.8 / 15.6 31.9/27.6/27.9 0.02/0.38/0.79

(5.34 /6.52 /7.08)

(14.3 /16.6 /10.9)

(21.1 /14.4 /12.6)

(1.73 /2.57 /14.13)

30




Table 5, cont’d

Estimates of Impulse Responses of Aln(R) [in %]

Shock:

ARG

BOL

BRZ

ISR

3.10/9.50° / 4.58¢

8.117/ 5.56* / -4.91

0.41/-0.45% /1 -0.13

-0.16 / 0.83% / -0.25

-18.8/0.65/0.23

-14.3% / 8.94" / 6.43"

-2.56"/0.39/-0.11

-3.457 / -0.86* / -0.14

4.83 1 -0.02 / -3.90

-2.98/14.1°/ -8.19

-1.04* /0.38 / -0.15

-2.737/0.59* 1 1.77T°

0.31/-7.50" / 4.52*

1.91°/-0.27 / -0.07

-0.06 / -0.28 / 0.26

L

2.06/-3.34"/2.84

Notes: The C; elements represent the long-run effect of the fiscal shock, €8, on government size (C, ), the real
exchange rate (C,;), real money balances (Cs,), and the nominal exchange rate (C,,); the long-run effact of the output
shock, &, on the real exchange rate (Cy), real money balances (Cy,), and the nominal exchange rate (C,,); the long-
run effect of the money growth shock, &*, on real money balances (Cy;) and the nominal exchange raie (Cp); and the
long-run effect of the nominal exchange rate shock, &, on itself (C,). In parenthesis is the coefficient’s predicted
sign. The reported variance decompostion (VDC) results indicate the percentage of the forecast error variance of
Aln(R) that is due to each shock at the 1st horizon, half-year horizon, and 4-year horizon. Standard =rrors obtained
from Monte Carlo simulations with 1000 draws are in parenthesis. The reported impulse response results in the
bottom panel indicate the response of AIn(R) to a one standard deviation shock to each variable at the 1st, half-year,
and 4-year horizons. A * (#) indicates significant at the 2 (1) standard error confidence level, based on t-statistics

computed from 1000 random draws.
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Chart 1; Summary of the Data

Country/Variatle Argentina Bolivia Brazil Israel
Nominal gov’t Nominal gov’t Nominal gov’t Nominal gov’t
G expenditure; expenditure; expenditure; consumption;
line 82z* Boliv’s thous. Cruzados bill. line 91f"
Real GDP; Real GDP; Industrial Real GDP;
y 1985 base; 1980 base® production; 1978 base;
line 99bp® 3/86 = 100 line 99bp
Nominal M1; Nominal M1, Monetary base; Nominal M1,
M line 34 Boliv’s hund. Cruzados bill.f line 34
CPI, 1985 base; CPI, 1980 base CPI, 1985 base; CPI, 1980 base;
P line 64 line 64 line 64
Nominal exch. Nominal exch. Nominal exch. Nominal exch.
S rate, austral/$; rate, bol/$ rate, cruz/$; rate, NIS/$;
line rf line rf line rf
Ratio s times Ratio s times Ratio s times Ratio s times
R U.S.CPIto P U.S. CPI to P US.CPlto P US.CPIto P
Peak domestic 31% in 6/85 66% in 6/85 20% in 2/86; 52% in 85:1V
inflation rate 190% in 89:I11 24% in 6/87;
33% in 1/89;
59% in 3/90
Sample 80:I - 90:1V 80:1 - 90:1V¢ 1/83 - 9/90 73:1V - 91:1I1
Source of data IFS Central bank IFS and central IFS
bank

Notes: *Data is unavailable before 1980:I; *Data is unavailable after 1990:1V; Data is unavailable before 1980:1; ¢All
data is unavailable after 1990:1V; “Data is unavailable before 1/83; ‘Data is unavailable after 9/90; #Data is
unavailable beforz 1973:1V; "Data is unavailable after 1991:1Il. A peak inflation rate quoted for a given month is a
monthly rate, and for a quarter, is a quarterly rate. IFS denotes the IMF’s International Financial Statistics; Central
bank denotes the regular publications of that nation’s central bank [Bulletin of the Central Bank of Bolivia (Bolivia)
and Boletim Mensal do Banco Central do Brasil (Brazil)]. The series in the VAR are created as follows: (1) Gov’t

size, [(G/P)/y] = (g/y); (2) Real money balances, In(m/R) [= In(M/SP*)]; (3) Real exchange rate, In(R); (4) Output,

In(y); and (5) Nominal exchange rate change, DlIn(s).
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