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This paper examines the dynamic relationship between changes in the funds rate and nonborrowed reserves within a reduced form framework that allows the relationship to have two distinct patterns over time. A regime switching model à la Hamilton (1989) is estimated. On average, CPI inflation has been significantly higher in the regime characterized by large and volatile changes in funds rate. Innovations in money growth are associated with a strong anticipated inflation effect in this high inflation regime, and a moderate liquidity effect in the low inflation regime. Furthermore, an identical money innovation generates a much bigger increase in the interest rate during a transition period from the low to high inflation regime than during a steady high inflation period. This accords well with economic intuition since the transition period is when the anticipated inflation effect initially gets incorporated into the interest rate. The converse also holds. That is, the liquidity effect becomes stronger when the economy leaves a high inflation regime period and enters a low inflation regime period.
Introduction

Many recent studies document a great deal of instability in the observed strength of the liquidity effect—i.e., the negative dynamic relationship between nominal interest rates and monetary aggregates (e.g., Thornton, 1988, Leeper and Gordon, 1992). Along with the particular monetary aggregate used, the sample period emerges as a crucial factor in determining the strength of the estimated liquidity effect. Even in studies with affirmative findings, there is evidence suggesting instability in the relationship seen in empirical models of conventional, as well as new, varieties. As a result, some researchers pay close attention to the sample period. For example, this concern could be a key reason why some limit the sample of their study to a short, particular period, rather than using a longer sample (e.g., Leeper and Gordon (1993)).
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2 Mishkin (1981) finds instability in the coefficients of the model used in testing a negative relationship between the unanticipated parts of the short-term interest rate and monetary aggregates. Thornton's (1988) result suggests heteroskedasticity. Eichenbaum and Christiano (1992), and Christiano (1994) offer a similar observation regarding the "money supply" equation used to net out the anticipated component of change in the monetary aggregates. Pagan and Robertson (1994) document the presence
This study, therefore, focuses on the observation that the sample period has a critical influence on estimates of the liquidity effect. Applying the stochastic regime changing model developed by Hamilton (1989), I estimate a bivariate regression equation of interest rates and reserves that allows for potential systematic shifts in the relationship across different periods. This paper investigates the potential influence of such regimes on measures of the liquidity effect. Finding evidence of a systematic and significant shift in the relationship will offer an explanation of inconsistencies seen in the empirical liquidity effect literature.

Shifts in inflation momentum over time are conjectured to be an important underlying factor behind potential shifts in the interest rate-reserves relationship. The theoretical reason for deeming the inflation tendency important is straightforward. From the Fisher effect, nominal interest rates partly reflect anticipated inflation. Thus, the inflationary momentum should influence the extent to which the anticipated inflation component dominates movements in observed nominal interest rates in response to changes in some monetary aggregates.

The federal funds rate (FYFF) and nonborrowed reserves (NBR) are used in this

---

3 Shifting inflationary momentum could arise due to several reasons that are not mutually exclusive. They are: (i) changes in the inflationary tendency of monetary policy, (ii) inflationary impulses coming from supply shocks, and (iii) changes in market participants' views of the inflation trend.

4 See, Fuerst (1992), Christiano and Eichenbaum (1992), Coleman, Gilles, and Labadie (1992, 1994) for examples of a flexible price general equilibrium modeling approach to the liquidity effect. Theirs is a cash-in-advance framework with segmented (financial and goods) markets. A liquidity premium arises because money is valued differently in the financial market than in the goods market.

LeRoy (1984) offers a model with a money-in-the-utility function specification, in which the existence of a liquidity effect critically depends on the serial correlation properties of the exogenous money injections. A change in the current money supply will have different effects depending on what is expected to follow in subsequent periods.
study. There is a long list of papers that focus on these two variables (for example, Strongin (1989), Christiano and Eichenbaum (1992), Christiano, Eichenbaum and Evans (1994), and Hamilton (1994)). Here, however, I relax the usual single regime assumption of the existing literature and instead estimate reduced form equations of interest rates and reserves akin to Mishkin (1982), adding the stochastic regime shifting feature. Then, I examine whether there is a noticeable change in extant findings of the empirical liquidity effect literature. The model is estimated using first differenced monthly data for the 1963-1993 sample period. The 'unanticipated' growth rate of NBR, as derived in Mishkin (1982), is used as the money measure and it will be referred as unbr.

Results indicate that the regime switching model fits the data better than a single regime model. The two disjoint sample periods, each best described by the two regime specific models, differ in terms of average change in the interest rate and money growth, as well as the volatility of the rate changes. More importantly, the historical CPI inflation rate has been significantly higher during periods dominated by a larger average change and more volatile regime. Based on this, the two regimes will be referred to as the high or low inflation regimes. The 1970s and early '80s show a greater concentration of high inflation regimes.

\[5\] Thus, this model might be regarded as a two-state version of the single equation model of Mishkin (1982). There has been progress in empirical liquidity effect literature since early 1980 as shown, for example, in Pagan and Robertson (1995). However, the possibility of a systematic change in regimes as modelled in this paper has not been considered. Since this work is in the spirit of a preliminary investigation on the importance of regime switching, a single equation framework is adopted.

\[6\] Jefferson (1994) applies a similar regime switching framework to issues of monetary policy. However, his focus is on assessing various qualitative indexes of policy stance. For general applications see Hamilton (1989, 1994), Filardo (1994), Boldin (1992), Kim (1994), and Ammer and Brunner (1994).
Interest rate responses to an innovation in money growth in the two regimes clearly diverge. The low inflation regime is associated with a more significant negative short-run comovement between the interest rate and unbr (i.e., liquidity effect). In response to an innovation in reserve growth, cumulative changes in the interest rate remain negative for ten months in the low inflation regime. In other words, in a regime of low inflation, the interest rate will remain below the level it was at before the initial period for at least ten months following a positive unbr shock.

In contrast, in a regime of high inflation the overall impact of a reserve innovation will be countered quickly and will thus be more short-lived. For the same innovation, the interest rate rises sharply above the initial level within four months of the initial period. This appears to illustrate an overwhelming anticipated inflation effect, in contrast to the modest liquidity effect seen in low inflation periods.

An examination of dynamic properties of the estimated model around regime switching periods indeed yields economically sensible results. It shows the interest rate rising by a large amount as the economy enters a high inflation (regime) period after being in a low inflation period for awhile. That is, the net increase in the rate following an innovation in money during such a transition period is much bigger than that seen for a persistently high inflation sample period. This is intuitive because the transition period is when there is an increase in inflationary momentum as the result of both a higher inflation expectation and inflation risk premia getting initially incorporated into interest rates. The converse holds, i.e., the interest rate falls by a large amount as the economy enters into a low inflation (regime)
period after being in a high inflation period for awhile.\footnote{Consider two distinct histories. In the first, a low inflation regime prevails before and after the reserve innovation. In the second history, the economy remains in a high inflation regime up to the innovation date \( t \), then switches to and remains in a low inflation regime thereafter. It turns out that the magnitude of the cumulative fall in the interest rate of history two is much larger than that of history one. This difference can be thought of as an added benefit (deflationary bonus) when the regime switches from a high to low inflation type. Conversely, there seems to be an inflation penalty. That is, the interest rate increase associated with the low to high inflation regime switch is bigger than that associated with the scenario where a high inflation regime persists throughout.} This observation further suggests that it is reasonable to associate identified regime periods with high and low inflation.

Such disparate dynamic responses of the interest rate across the two regimes could explain why studies using different sample periods find positive, as well as negative, comovement patterns between money and interest rates. A relatively large concentration of observations from a particular regime could influence the characteristics of the liquidity effect. For example, Pagan and Robertson (1994) document such a disparity in impulse responses of the funds rate to a nonborrowed reserve shock for different sample periods. They found that the size of the bounce back in the funds rate following an initial negative response to be much larger for the sample from 1974 to 1993, compared to that of the 1959 to 1993 sample. In the shorter sample, the size of the bounce back was even larger than the initial fall in the rate. Characteristics of the shorter sample might reflect those of high inflation regime observations, which make up a larger proportion of the full sample in the post-1974 period.

Finally, the goal of the exercises in this paper is to document regime switches in data rather than to examine why and how the regimes switch. However, this paper's finding naturally raises a second set of questions. In that regard, any suggestion given here is speculative. For instance, one cannot interpret each regime as unambiguously capturing the...
monetary policy stance, i.e., shifts in the reserve supply curve. However, shifts in inflation momentum over time do appear to be an important underlying factor behind shifts in the interest rate-reserves relationship. Further study, with a more elaborate identification scheme, might yield informative results.

Sections II and III offer a description of the model and estimation results. Dynamic responses of the interest rate to an innovation in money growth for each regime are examined in Section IV. Section V offers a brief discussion of the findings and Section VI concludes.

II. Model Specification

The following model represents an extension of the univariate model of Hamilton (1989).

\[ r_t = \mu_r(S_t) + \sum_{j=1}^{l} \beta_{l}(S_t) [r_{t-j} - \mu_r(S_{t-j})] + \sum_{i=0}^{k} \beta_{m}^i(S_t) unbr_{t-i} + \epsilon_t(S_t) \]

where \( \epsilon_t \sim N(0, \sigma(S_t)) \).

Here \( r \) denotes changes in interest rate and \( unbr \) denotes unanticipated growth in money. \( S_t \) is the regime index, indicating what regime is in place in period \( t \). Both the average level of \( r \) (i.e., \( \mu_r \)) and its interaction with its own lags and monetary aggregates depend on the regime in place at any given period \( t \) (i.e., \( \beta(S_t)'s \)). The error terms are assumed to be from two normal distributions with zero means, and the variance of each distribution is regime dependent (i.e., \( \sigma(S)'s \)). Thus, heteroskedasticity is a property of the model. The current regime \( S_t \) is assumed to be unobservable, but agents can draw probabilistic inferences. That
is, agents can calculate $P(S_1)$ given the histories of the observable variables $r$ and $unbr$. Two types of regimes are posited, type $H$ and type $L$. Switches between the two are assumed to be governed by the following two-state Markov process with constant transition probabilities:

$$
prob(S_i = L | S_{i-1} = L) = p,
$$

$$
prob(S_i = H | S_{i-1} = L) = 1 - p,
$$

$$
prob(S_i = H | S_{i-1} = H) = q.
$$

This regime switching property is the main innovation of the model in this paper.

The money variable ($unbr$) used in the estimation is the unanticipated change in money derived along the line of Mishkin (1982).

That is,

$$
unbr_t = \Delta nbr_t - \Delta nbr_t^e
$$

where

$$
\Delta nbr_t^e = E(\Delta nbr_t | X_{t-1})
$$

and

$$
X_{t-1} = (\Delta ip_{t-1}, \Delta cpi_{t-1}, \Delta r_{t-1}, \Delta nbr_{t-1} | t = 1, 2, 3, ....).
$$

To be specific, the anticipated monthly growth in NBR for each period is obtained by
regressing it on the information set consisting of six lagged values of the growth rate of industrial production, CPI inflation, changes in the funds rate, and the growth rate of NBR.8

\[
(2) \quad \Delta nbr_t = a + \sum_{i=1}^{6} \beta_i^{ip} \Delta ip_{t-i} + \sum_{i=1}^{6} \beta_i^{cpi} \Delta cpi_{t-i} + \sum_{i=1}^{6} \beta_i^{f} \Delta r_{t-i} + \sum_{i=1}^{6} \beta_i^{nbr} \Delta nbr_{t-i}.
\]

Figure 1 intuitively describes the reserve market situation that is envisioned by the current two regime model.9 Suppose that the nonborrowed reserve supply is inelastic but can shift between two levels, H and L. Also suppose that there are two distinct demands for the reserves of H and L. Over time, we will observe market clearing pairs of nonborrowed reserves and the funds rates as both the supply and demand are buffeted by respective shocks. Furthermore, the observed data will likely form two distinct clusters. Suppose the two following conditions are met. First, each regime is sufficiently persistent so that we will have a number of observations, contiguous in time, that are generated under similar circumstances. At the same time a shift between the two regimes occurs frequently enough so that we will have a reasonable number of observations for each regime period. Once these conditions are met, the dichotomy scheme adopted here will fit the data better.

---

8Strictly speaking, this procedure involves the assumption that the contemporaneous money demand factors are not important. Nonetheless, the focus of the paper is to examine a divergence in the bivariate dynamic patterns, or the liquidity effect. Thus, for expositional purposes this assumption is retained. The current model will have a better chance of capturing the general tendencies of the interaction between the funds rate and the reserve at two distinct intersection points if such shifts occur reasonably frequently.

9We are ignoring the borrowed component in total reserves for reasons of brevity.
III. Estimation Results

Two versions of (1) are estimated using the numerical maximum likelihood method described in Hamilton (1994). The first specification assumes that there is a distinct shift in the average rate of change in $r$ across the two regimes, i.e., $\mu_r(\text{H}) > \mu_r(\text{L})$. However, no such restriction of a distinct shift is imposed on unbr. The second specification, shown below, imposes that both the timing of the regime shift and the magnitude of average rates of changes in each regime be identical for $r$ and unbr.

$$r_t = \mu_r(s_t) + \sum_{j=1}^{4} \beta_j^r(s_t)[r_{t-j} - \mu(s_{t-j})] + \sum_{i=0}^{3} \beta_i^{\text{unbr}}(s_t)[\text{unbr}_{t-i} - \mu(s_{t-i})] + \epsilon_t(s_t).$$

The models are estimated using first differenced monthly data on FYFF, and unbr, where both series are measured by their monthly averages. Estimation results are given in Tables 1 and 2 for models I (the first specification) and II (the second specification). Standard errors of estimated coefficients are given in parentheses.

Before going further, we need to address the question of whether or not the two regime specification versus a single regime alternative is most appropriate. This is done by

---

10The sample period is from 1963:1 to 1993:12 and the series were transformed as follows. First, $R_t = \log (1+ R_t/100)*100$. Then $r_t = (R_t-R_{t-1})*10$. For nonborrowed reserves (NBR), $\text{nbr}_t = \log (\text{NBR}_t/\text{NBR}_{t-1})*100$. The innovations (unbr's) in NBR are derived by regressing nbr on the variables shown in (2). The regression was run recursively with the starting date of 1959:6. This ensures that the estimation of (1) for period $t$ does not involve any information beyond period $t$. This procedure could give rise to a generated regressor problem and hence the standard errors of the estimated coefficients could understate the true extent of uncertainty. However, results do not change perceptibly when equation (1) was estimated using the actual changes in nonborrowed reserves instead of the unanticipated money of equation (2) (Huh (1995)).
using the likelihood ratio test of the two specifications as suggested by Garcia (1992). This test overwhelmingly rejects the single regime null hypothesis.

A negative comovement pattern between $r$ and $unbr$, (i.e., the liquidity effect) holds in both regimes. For model I (Table 1) the coefficients on contemporaneous money growth are significantly negative for both regimes. A negative contemporaneous comovement is more pronounced in regime $L$ (significant at 1 percent) than in regime $H$ (significant at 5 percent) for model I. In model II, the contemporaneous coefficient is significant only in regime $L$ (at 1 percent). A negative effect persists even after one month in regime $L$, but not in regime $H$ (i.e., $\beta^l_m$ is significant at 10 percent) for model I. A further discussion of the dynamic response of the interest rate to a change in money will be given later.

Figure 2 plots the inferred probability that regime $H$ was in place in any given month based on information up to each period. This is based on model I. Data generated from the other specification (model II) does not differ much. Regime $H$ seems to have been dominant during several periods. The most noticeable is the sample period from 1979 to 1982. The sample period of 1973-75 is also prominent. Regime $H$ has been in three additional periods, 1969-70, 1984-85, and early 1987.

To see if there is a systematic link between inflation and each of the two regimes, Figure 3 shows annual CPI inflation (a 7 month moving average of annualized monthly

---

11 The single regime model is not identified under the null hypothesis and consequently the likelihood ratio has a non-standard Chi-square distribution. For more discussion see Garcia (1992) and Hansen (1993).

12 The difference in the likelihood function values is large. For Model I, the likelihood value for a single regime version was 714 compared with 594.7 from Table 1. This strongly suggests that the four lag specification is a very poor one for single regime models. For example, the value falls to 670 from 710 when 12 lags are included.
changes in CPI) along with the inferred probability of regime H. There is a high degree of coherence between the actual high inflation periods and regime H periods. With the exception of the 1984-85 interval, each regime H period coincides with a rising or peaking CPI inflation.

To be more specific, regime specific samples are constructed based on whether \( P(S(t) = H) \), shown in Figure 2, is greater than 0.5 or not. The average CPI inflation for periods belonging to regime L (290 out of the total 365 months) was 4.29 percent. On the other hand, the average for the 75 months belonging to the type H regime was 8.31 percent. The standard errors for each period are 2.2 (type L) and 3.2 (type H). Average growth in money divided into two subsamples exhibits a similar divergence in characteristics. Average growth in nonborrowed reserves during the regime H period is 2.8 times larger than in regime L. With regard to the variability measured in terms of standard errors of growth rates, it is 1.5 times more volatile in regime H than in regime L periods. Results also indicate that a larger average change in the interest rate is associated with a significantly larger variability. That is, \( \sigma^2(H) > \sigma^2(L) \).

The estimates of the transition probabilities (p's and q's) suggest that the low inflation regime has been about 10 percent more persistent. Overall, regime L has been more prevalent than regime H in the period between 1964-1993. The expected durations are 39 and 10 months for L and H regimes, respectively.\(^{13}\)

\[^{13}\text{Because the model is specified in terms of changes in the interest rate, it is conceivable that the model might identify periods during which the interest rate is raised from 1 to 2 percent as belonging to the high inflation regime! This would be absurd based on historical experience which suggests that such low funds rates would be compatible only with very low inflation. However, it is also historically the case that the funds rate is not changed by a large amount during periods of low and stable inflation. For example, the ranges of change in the funds rate (measured in basis points) during regime L and H periods} \]
IV. Dynamic Effect of Reserve Intervention on the Interest Rate

1. Regime Specific Responses

A clearer divergence between the two regimes emerges when we examine their dynamic properties. The quantitative experiment involves tracing effects of equal reserve interventions for each regime over time. We will use model I as the example. Due to the regime switching structure of the models, dynamic responses crucially depend on which regime is in place at period t, the period when the reserve innovation takes place. Furthermore, in tracing these effects, we have to allow for the possibility of regime switching over time.

First, we assume that the economy has been in the same regime for five months (period t-4 through period t) with no innovation in the money supply ($unbr_i = 0, i = t-4...t-1$). Then, we subject the economy to a one-time innovation in money (i.e., $unbr_t > 0$) and trace out paths of interest rate responses.

Suppose regime $H$ is in place in period t. Then there are two possible values for $r$ in are respectively [-70, 73] and [-265, 305]. These ranges do not include extreme values at either ends. Two regime periods are identified in the same way as in the text. For the sample period used in the study, the hypothetical case of seeing a large change in the interest rate when inflation is low and stable does not exist. Furthermore, the size of rate change is only part of the properties used for regime determination. Thus, this potential pitfall of the model specification does not pose a problem for the current analysis.

"To be more precise, the interest rate responses also depend upon the relevant past history of the regimes. Suppose that we are in regime $H$ in period t when there is a surprise increase in nonborrowed reserves. The shape of the interest rate responses to this shock in future periods (i.e., $t+1, t+2,...$) will depend on how we arrived in period t, or the past realizations of the regimes. That is, the response of the interest rate when $S(t-4)=H, S(t-3)=H, S(t-2)=H,$ and $S(t-1)=H$ will be different from that when $S(t-4)=H, S(t-3)=H, S(t-2)=L,$ and $S(t-1)=L$. For simplicity, this complication will not be considered.
period $t+1$ for each of the possible regimes, i.e., $r_{t+1} (S(t+1) = H | S(t) = H)$ and $r_{t+1} (S(t+1) = L | S(t) = H)$. Given that regime $H$ is in period $t$, the probabilities for each of the two values are $q$ and $1-q$, respectively. Since the regime can shift in each period, there are $2^k$ distinct paths along which $r$ response can evolve $k$ periods hence. For each of these paths, we can assign probabilities conditional on the regime of period $t$. Furthermore, we can determine the most likely path by finding an outcome with the highest probability of occurring in each period. For the estimated values of $p$ and $q$ and for $k$ less than 31, the most likely sequence of regimes over time is $S(t) = S(t+1) = S(t+2) = \ldots = S(t+k) = H$. This path has the largest probability of $q^k$ of all sequences with the length $k$ when regime $H$ is in the initial period.\textsuperscript{15} Similarly, the most likely sequence of regimes over time is $S(t) = S(t+1) = S(t+2) = \ldots = S(t+k) = L$, when period $t$ regime is $L$. This event has the largest conditional probability $p^k$.

Figure 4 shows the cumulative changes in $r$ in response to a unbr shock for each case described above. The shock is assumed to be one-time, that is, growth in money is held to zero before and after period $t$. Its size is $2 \times \sigma_m(H)$, i.e., two times the standard error of growth in nonborrowed reserves in the historical regime $H$ sample period. The standard error is 2.11 percent.

The responses of changes in the interest rate in the two regimes clearly diverge. A \textsuperscript{15}This can be shown as follows: Since both $p$ and $q$ are greater than 0.5, $q^k > q^{k-1} (1-q)$. The former is the probability that regime $H$ remains throughout $k$ periods starting in $t$. However, $p$ is greater than $q$ according to the estimates shown in Table 3. Thus, it is possible that the probability associated with the event that the regime is switched from $H$ to $L$ early on and the economy remains in regime $L$ thereafter would be greater than that of the event of regime $H$ remaining in place throughout $k$ periods. The mostly likely candidate is when the switch from $H$ to $L$ occurs in period $t+1$ and regime $L$ remains thereafter. The associated probability is $(1-q) p^{k-1}$. It turns out that $q^k$ is greater than $(1-q) p^{k-1}$ for $k$ less than 31, for the estimated values of $p$ and $q$.\textsuperscript{13}
negative interest rate response lasts less than three months in regime \( H \), then gets reversed.

The relative size of responses for each regime is misleading because they are not adjusted for estimation uncertainty. For example, confidence intervals constructed allowing for 1.5 times the standard error of each coefficient for the first two periods for regime \( H \) are [0.29, -10.06], [8.46, -9.30] and for regime \( L \), [-0.02, -1.41] and [-0.41, -3.14].\(^{16}\) That is, for regime \( H \), the confidence interval for the response of \( r \) in the initial period includes zero. On the other hand, similar confidence bands of \( r \) for regime \( L \) do not include zero for at least two periods.

Starting in the fourth month after the initial shock, the interest rate starts rising sharply above the initial level. That is, the cumulative change in the interest rate turns positive. In contrast, the cumulative changes in the interest rate remain negative for ten months in regime \( L \). In other words, the interest rate will remain below the level it was at before the initial period for at least ten months following the unexpected increase in nonborrowed reserves. The duration of the liquidity effect is at least three times longer in the regime \( L \) period compared to regime \( H \). The overall impact of a reserve innovation will be countered quickly and thus will be more short-lived in regime \( H \) than in regime \( L \). The former appears to illustrate an overwhelming anticipated inflation effect, in contrast to the modest liquidity effect seen in the low inflation periods. Thus, it is not surprising that studies using different sample periods find both positive and negative comovement patterns between money and interest rates.

This observation confirms a finding regarding the impulse response pattern between

\(^{16}\)The upper and lower bounds for regime \( S \) are calculated as follows:

\[
\text{upper}(S) = (\text{unbr}) \times (\beta^0_m(S) + 1.5 \times \text{s.e.}(\beta^0_m(S))) + \mu(S),
\]
and

\[
\text{lower}(S) = (\text{unbr}) \times (\beta^0_m(S) - 1.5 \times \text{s.e.}(\beta^0_m(S))) + \mu(S).
\]

The choice of the 5% confidence level criteria and the error band construction are somewhat arbitrary. This analysis is meant to be suggestive.
the funds rate and nonborrowed reserves by Pagan and Robertson (1994). In response to an innovation in reserves, the funds rate initially falls, but is shortly followed by a bounce back. They find the size of this bounce back to be much larger for the sample from 1974 to 1993, compared to that of the 1959 to 1993 sample. Remarkably, the size of the bounce back is larger than the initial fall in the rate of the first sample.¹⁷

A high bounce back is a distinct characteristic of regime H. According to Figure 2, the post-1974 sample has a high concentration of observations belonging to the high inflation regime compared to the earlier period. Thus, as a whole, the latter sample period would exhibit more regime H patterns than the 1959-1993 sample. It is interesting to note that the reduced form equation could capture properties identified by a more fully specified multivariate system of equations once the potential shifts in the regimes are allowed.

2. Dynamic Responses when Regimes Switch

The quantitative analysis so far focuses on cases when one regime persists. Further examination of dynamic responses of the interest rate in cases when regimes switch also yields interesting results. Though this paper's analysis does not explain why regime switches occur, it does offer an insight on what happens when the regime switches take place. We then use this to see whether the estimated model is economically sensible.

Suppose that the economy has been in a low inflation regime, or regime L for awhile. Furthermore, the monetary authority has continued to exploit a favorable 'liquidity effect' environment by generating a series of reserve innovations as described above. As a

¹⁷Figures 4C, 4D, 8A, and 8B of Pagan and Robertson (1994).
consequence, a shift from a low inflation to a high inflation regime takes place in period t+1 and remains thereafter. However, the reserve supply innovation is assumed to take place in period t as before. This scenario is represented by the sequence \{S(t-4) = S(t-3) = \ldots = S(t) = L, S(t+1) = S(t+2) = \ldots = H\}, and will be referred to as the switch (L|H).

Figure 5 compares the resulting cumulative changes in the funds rate to those cases when the regime remains in H and L throughout for the same unbr. The switch (L|H) is associated with the largest increase in the funds rate out of the three cases. It even surpasses the increase in the regime H case. Six months after the shock (i.e., in period t+7), the cumulative increase in the interest rate in the switch (L|H) case is about three times larger than that in the regime H case. That is, the rise in the interest rate in the period following a transition from regime L to H is even larger than the increase in the rate when regime H remains in place throughout. This extra increase in the rate can be thought of as an inflation penalty, or an added cost of entering a high inflation regime.

Symmetrically, we can consider the case of switch (H|L). Suppose the economy has been in a high inflation regime, or regime H, for awhile but the monetary authority has successfully conveyed its intention to restrain inflation in the future. As a consequence, a shift from a high to low inflation regime takes place in period t+1 and remains thereafter. This scenario is represented by the sequence \{S(t-4) = S(t-3) = \ldots = S(t) = H, S(t+1) = S(t+2) = \ldots = L\}.

Figure 6 compares the resulting cumulative changes in the funds rate to those cases when the regime remains in H and L throughout. The switch (H|L) is associated with the largest decrease in the rate out of the three cases, even surpassing the fall in the regime L.
case. Six months after the shock (i.e., in period t+7), the cumulative decrease in the interest rate associated with the switch (H|L) case is about 20 times that of the regime H case. That is, the magnitude of a fall in the interest rate in the period immediately following a transition from regime H to L is even larger than that of a decrease in the rate in the regime L period. This can be thought of as a deflation bonus, or an added benefit of entering the low inflation regime.18

These dynamic properties of the estimated model are indeed economically sensible. An identical innovation in money generates a rising interest rate sooner during high inflationary periods than during low inflation periods. Furthermore, the preceding analysis indicates that interest rate has to rise by a large amount as the economy enters into a high inflation (regime) period after being in a low inflation period for awhile. That is, the net increase in the rate following an innovation in money during such a transition period is much larger than the increase in the rate caused by the same money innovation when high inflation has been in place throughout. This is intuitive because both a higher inflation expectation and inflation risk premia will be incorporated into interest rates for the first time during such a transition period. The converse holds. That is, the interest rate falls by a large amount with the onset of a low inflation period after a stretch of high inflation.

18One could interpret this result in the following way. Suppose the economy has been in a low inflation regime for awhile. Agents would accumulate a large real balance as the low inflation environment is favorable for holding money. Suppose the economy unexpectedly enters into a high inflation regime, which is expected to persist for a while. Then, everyone will try to reduce their real balance holdings. This will be possible only when there is a large run-up in price levels, perhaps more than what would be the case if the economy had been in an inflationary regime for the whole time. The deflationary case can be explained by the reverse of this scenario. That is, there will be a rush to build up real balances when the economy moves into a low inflation regime from a high inflation one, causing price levels to fall.
V. Discussion

Two alternate interpretations seem most plausible—either the observed shift relationships mainly represent those in the monetary policy stance, or they represent shifts in what financial markets' perceived as the prevailing inflation regime. Suppose movements in the interest rate and nonborrowed reserves mostly represent the Fed's actions. In this case, the two regimes can be readily understood as capturing the inflationary tendency of monetary policy. That is, the stance of monetary policy is a key determinant of a higher average inflation rate associated with regime H. Active intervention either to generate surprise changes in the funds rate, or to counter reserve demand shocks, could account for the high variability of regime H. Accordingly, the converse will be true for regime L. That is, both a less inflationary monetary policy stance and less active intervention to counter the reserve demand shocks describe the periods belonging to regime L.

However, there seems to be seemingly obvious mismatches if we take this interpretation. For example, Figure 2 indicates that the period from early 1979 to the end of 1982 was governed by regime H. According to historical evidence, substantial tightening of monetary policy seemed to have started much sooner than, say, 1982. Allowing some lag time in pattern recognition could explain such a mismatch. The estimated timing of regimes is based on a very limited information set, namely, histories of the interest rate changes and reserve innovations. Thus, for example, the model does not know that an increase in the volatility of the interest rate during the 1979-1982 period was mainly due to a suspension of interest rate smoothing pursued by the Fed throughout the 1970s. Therefore, interpreting periods of regimes H and L to be capturing the inflationary tendency of monetary policy
warrants caution.

An alternative interpretation is that the two regimes might be capturing what financial markets perceive the prevailing inflation regime to be. For example, the yield on 30-year Treasury bonds rose only gradually until mid-1979, despite the fact that relatively high inflation prevailed throughout the preceding three years. The implicit price deflator rarely went below 7 percent during that period. This observation notwithstanding, the public might not have been sure about how long the spell was going to last (Goodfriend (1993)). This could explain why Figure 2 does not identify the late 1970s as a high inflation regime period.

On the other hand, there was a rapid run-up in the long rate in mid-1983 due to a serious 'inflation scare'. This set off the run-up in the funds rate to August 1984. The rise in the model's estimate of the probability of high inflation regime being in place in 1984 could be partly explained by this chain of events.

Observations so far suggest that we need more structure to understand the nature of the regimes and their shifts. In particular, specifying the market for federal funds more explicitly should be useful if we are going to attribute the observed changes to those of the monetary policy stance per se (Coleman, Gilles and Labadie (1994) and Hamilton (1994)). Also, an identification scheme proposed in Leeper and Gordon (1995) that structurally distinguishes reserve supply and demand shocks might yield informative results.

However, the fact remains that regime H periods have a significantly higher average inflation rate compared to regime L periods. This suggests a weaker or narrower second

---

Goodfriend (1983) defines the 'inflation scare' as a significant rise in long-rates in the absence of an aggressive funds rate tightening, thus mainly reflecting rising expected long-run inflation.
interpretation. The two regimes represent two distinct environments, largely affected by the prevailing inflation trend.

V. Conclusion

This paper examined the potential influence of monetary policy regime changes on the liquidity effect in the context of a bivariate reduced form relationship. The stochastic regime switching model is able to capture some statistically and economically significant patterns that are distinct across the two posited regimes. Most significant is the identification of each regime with high and low inflation periods.

It's also shown that the divergence in the dynamic money-interest rate relationship across low and high inflation periods can be quite significant. Examinations of dynamic properties of the estimated model indeed yield economically sensible results. In general, a high inflation regime is associated with a stronger anticipated inflation effect. Furthermore, results indicate that the interest rate has to rise by a large amount as the economy enters into a high inflation (regime) period after being in a low inflation period for awhile. That is, the net increase in the rate following an innovation in money during such a transition period is much larger than the increase in the rate caused by the same money innovation when high inflation has been in place throughout. This is intuitive because both a higher inflation expectation and inflation risk premia will be incorporated into interest rates for the first time during such a transition period. The converse also holds. Given these findings, the potential regime shift warrants more attention in future empirical investigations of the liquidity effect.

However, the reduced form nature of the analysis puts a limit on answering further
structural questions. Incorporating more structure in the model specification, parallel to the recent development in the conventional liquidity effect literature, might be necessary for stronger identification.
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Table 1. Results without Common Mean: Model I

\[ r_t = \mu_r(s_t) + \sum_{j=1}^{4} \beta^0_r(s_t) [r_{t-j} - \mu_r(s_{t-j})] + \sum_{l=0}^{3} \beta^l_m(s_t) u_{nbr_{t-l}} + \epsilon_t(s_t) \]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients ($S = L$)</th>
<th>Coefficients ($S = H$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_r$</td>
<td>0.343 (0.33)</td>
<td>2.248 (1.35) **</td>
</tr>
<tr>
<td>$\beta^0_m(S_t)$</td>
<td>-0.211 (0.09) ***</td>
<td>-1.426 (0.69) **</td>
</tr>
<tr>
<td>$\beta^1_m(S_t)$</td>
<td>-0.137 (0.10) *</td>
<td>-0.105 (1.31)</td>
</tr>
<tr>
<td>$\beta^2_m(S_t)$</td>
<td>0.031 (0.10)</td>
<td>0.175 (0.55)</td>
</tr>
<tr>
<td>$\beta^3_m(S_t)$</td>
<td>-0.046 (0.13)</td>
<td>0.005 (0.19)</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>4.198 (0.41)</td>
<td>74.249 (12.88)</td>
</tr>
<tr>
<td>$p$</td>
<td>0.975 (0.01)</td>
<td></td>
</tr>
<tr>
<td>$q$</td>
<td></td>
<td>0.906 (0.04)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-594.71</td>
<td></td>
</tr>
</tbody>
</table>

***, **, and * respectively denote cases significant at 1, 5 and 10 percent level.
Table 2. Results with Common Mean: Model II

\[ r_i = \mu_r(s_i) + \sum_{j=1}^{4} \beta_{rj}^{ij}(s_i) [r_{ij} - \mu_r(s_{ij})] + \sum_{l=0}^{3} \beta_{ml}^{ij}(s_i) [\eta_{il} - \mu_m(s_{il})] + \epsilon_i(s_i) \]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients (S = L)</th>
<th>Coefficients (S = H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_r = \mu_m )</td>
<td>0.259 (0.18) *</td>
<td>14.25 (3.14) ***</td>
</tr>
<tr>
<td>( \beta_{0m} (S_i) )</td>
<td>-0.229 (0.09) ***</td>
<td>-0.004 (0.10)</td>
</tr>
<tr>
<td>( \beta_{1m} (S_i) )</td>
<td>-0.115 (0.10)</td>
<td>0.539 (0.36)</td>
</tr>
<tr>
<td>( \beta_{2m} (S_i) )</td>
<td>0.023 (0.09)</td>
<td>-0.310 (0.48)</td>
</tr>
<tr>
<td>( \beta_{3m} (S_i) )</td>
<td>0.042 (0.08)</td>
<td>0.658 (0.35) **</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>4.40 (0.46)</td>
<td>75.75 (14.84)</td>
</tr>
<tr>
<td>( p )</td>
<td>0.983 (0.01)</td>
<td></td>
</tr>
<tr>
<td>( q )</td>
<td></td>
<td>0.925 (0.03)</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>-595.04</td>
<td></td>
</tr>
</tbody>
</table>

***, **, and * respectively denote cases significant at 1, 5 and 10 percent level.
Figure 1: Supply and Demand for Nonborrowed Reserves, Two Regime World
Figure 2: Inferred Probability, $\text{Prob}[S(t) = H \mid t, t-1, ...]$
Figure 4: Cumulative Effect of A Reserve Innovation on FYFF

Constant Regime Cases, shock = 2 x sigma(H)

- REGIME_L
- REGIME_H
Figure 5: Cumulative Effect of One-time Reserve Innovation on FYFF; $S(t) = H$

*Regime Switching Case: $S(t) = L, S(t+1) = \ldots = H$*
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Figure 6: Cumulative Effect of One-time Reserve Innovation on FYFF; $S(t) = L$

*Regime Switching Case: $S(t) = H, S(t+1) = \ldots = L$*
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